


Last year memory researchers John Wixted and Laura Mickes wrote on  

ScientificAmerican.com that while eyewitness testimony is widely considered 

unreliable evidence (eyewitness misidentifications have been shown to be involved 

in a whopping 70 percent of 349 wrongful convictions), we shouldn’t throw the 

baby out with the bathwater. Eyewitness testimony collected under certain circum-

stances could still be invaluable. The trick about memory is that sometimes it’s 

reliable and other times it’s not. Memory is malleable. 

Remarkably, discovery has only slowly progressed about how memories form in 

the brain, why certain memories are stored over others, and what preserves the 

integrity of those individual memories. In this issue’s special report, we’ve included 

the latest findings on the tools researchers have devised to get at these questions. 

As Helen Shen describes in “Portrait of a Memory,” scientists are refining their 

techniques to decode discrete memories with increasing precision, producing 

“engrams,” images of brain activity. Investigators Matthias Kliegel and Nicola 

Ballhausen explain in “Foresee and Forget: How to Remember the Future,” a fasci-

nating area of research on “prospective” memory—that is, memory used to recall 

things that need to be done in the future—a vital skill for planning your day’s activ-

ities. And Dana G. Smith reports in “Brain ‘Pacemaker’ Could Help You Remember 

Only What You Might Forget,” on a new technology that might stimulate the brain 

to summon up something it seems to have forgotten, in case your prospective 

memory is lagging on that particular day. 

As always, enjoy and let us know what you think!

Andrea Gawrylewski 

Collections Editor: editors@sciam.com
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Brain Implants for Mood Disorders 
Tested in People
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AI-controlled devices record neural activity and 
automatically stimulate the brain
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Brain implants that deliver electrical 
pulses tuned to a person’s feelings 
and behavior are being tested in 

people for the first time. Two teams funded 
by the U.S. military’s research arm, the De-
fense Advanced Research Projects Agency 
(DARPA), have begun preliminary trials of 
closed-loop brain implants that use algo-
rithms to detect patterns associated with 
mood disorders. These devices can shock 
the brain back to a healthy state without 
input from a physician.

The work, presented last November at 
the Society for Neuroscience (SfN) meeting 
in Washington, D.C., could eventually pro-
vide a way to treat severe mental illnesses 
that resist current therapies. It also raises 
thorny ethical concerns, not least because 
the technique could give researchers a de-
gree of access to a person’s inner feelings in 
real time.

The general approach—using a brain im-
plant to deliver electric pulses that alter 
neural activity—is known as deep-brain 
stimulation. It is used to treat movement 
disorders such as Parkinson’s disease, but 
has been less successful when tested against 
mood disorders. Early evidence suggested 
that constant stimulation of certain brain 

regions could ease chronic depression, but 
a major study involving 90 people with de-
pression found no improvement after a year 
of treatment.

The scientists behind the DARPA-funded 
projects say that their work might succeed 
where earlier attempts failed, because they 
have designed their brain implants specifi-
cally to treat mental illness—and to switch 
on only when needed. “We’ve learned a lot 
about the limitations of our current tech-
nology,” says Edward Chang, a neuroscien-
tist at the University of California, San Fran-
cisco, who is leading one of the projects.

DARPA is supporting Chang’s group and 
another at Massachusetts General Hospital 
(MGH), with the eventual goal of treating 
soldiers and veterans  who have depression 
and post-traumatic stress disorder. Each 
team hopes to create a system of implanted 
electrodes to track activity across the brain 
as they stimulate the organ.

The groups are developing their tech-
nologies in experiments with people with 
epilepsy who already have electrodes im-
planted in their brains to track their sei-
zures. The researchers can use these elec-
trodes to record what happens as they stim-
ulate the brain intermittently—rather than 

constantly, as with older implants.

Mood Map
At the SfN meeting, electrical engineer Omid 
Sani of the University of Southern Califor-
nia—who is working with Chang’s team—
showed the first map of how mood is en-
coded in the brain over time. He and his 
colleagues worked with six people with ep-
ilepsy who had implanted electrodes, 
tracking their brain activity and moods in 
detail over the course of one to three weeks. 
By comparing the two types of informa-
tion, the researchers could create an algo-
rithm to decode that person’s changing 
moods from their brain activity. Some 
broad patterns emerged, particularly in 
brain areas that have previously been as-
sociated with mood.

Chang and his team are ready to test their 
new single closed-loop system in a person 
as soon as they find an appropriate volun-
teer, Sani says. Chang adds that the group 
has already tested some closed-loop stimu-
lation in people, but he declined to provide 
details because the work is preliminary.

The MGH team is taking a different ap-
proach. Rather than detecting a particular 
mood or mental illness, they want to map 
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the brain activity associated with behaviors 
that are present in multiple disorders—such 
as difficulties with concentration and em-
pathy. At the SfN meeting, they reported on 
tests of algorithms they developed to stim-
ulate the brain when a person is distracted 
from a set task, such as matching images of 
numbers or identifying emotions on faces.

The researchers found that delivering 
electric pulses to areas of the brain involved 
in decision making and emotion signifi-
cantly improved the performance of test 
participants. The team also mapped the 
brain activity that occurred when a person 
began failing or slowing at a set task be-
cause they were forgetful or distracted, and 
found they were able to reverse it with stim-
ulation. They are now beginning to test al-
gorithms that use specific patterns of brain 
activity as a trigger to automatically stimu-
late the brain.

Personalized Treatment
Wayne Goodman, a psychiatrist at Baylor 
College of Medicine, hopes that closed-loop 
stimulation will prove a better long-term 
treatment for mood disorders than previ-
ous attempts at deep-brain stimulation—
partly because the latest generation of al-

gorithms is more personalized and based 
on physiological signals, rather than a doc-
torʼs judgment. “You have to do a lot of tun-
ing to get it right,” says Goodman, who is 
about to launch a small trial of closed-loop 
stimulation to treat obsessive-compulsive 
disorder.

One challenge with stimulating areas of 
the brain associated with mood, he says, is 
the possibility of overcorrecting emotions 
to create extreme happiness that over-
whelms all other feelings. Other ethical 
considerations arise from the fact that the 
algorithms used in closed-loop stimulation 
can tell the researchers about the person’s 
mood, beyond what may be visible from be-
havior or facial expressions. While research-
ers won’t be able to read people’s minds, 
“we will have access to activity that encodes 
their feelings,” says Alik Widge, a neuroen-
gineer and psychiatrist at Harvard Univer-
sity, and engineering director of the MGH 
team. Like Chang’s and Goodman’s teams, 

Widge’s group is working with neuroethi-
cists to address the complex ethical con-
cerns surrounding its work.

Still, Chang says, the stimulation tech-
nologies that his team and others are devel-
oping are only a first step toward better 
treatment for mood disorders. He predicts 
that data from trials of brain implants could 
help researchers to develop noninvasive 
therapies for mental illnesses that stimu-
late the brain through the skull. “The excit-
ing thing about these technologies,” he 
says, “is that for the first time we’re going to 
have a window on the brain where we know 
what’s happening in the brain when some-
one relapses.”

This article is reproduced with permission 
and was first published in Nature on Novem-
ber 22, 2017.

  —SARA REARDON



“You have to do a lot of tuning to get it right.”
—Wayne Goodman
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Talking with—Not Just to—Kids  
Powers How They Learn Language
Back-and-forth exchanges build the brain’s  
language center and verbal ability
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Children from the poorer strata of so-
ciety begin life not only with materi-
al disadvantages but cognitive ones. 

Decades of research have confirmed this, in-
cluding a famous 1995 finding by psycholo-
gists Betty Hart and Todd Risley: By age four 
children reared in poverty have heard 30 
million fewer words, on average, than their 
peers from wealthier families. That gap has 
been linked to shakier language skills at the 
start of school, which, in turn, predicts weak-
er academic performance.

But the sheer quantity of words a tod-
dler hears is not the most significant influ-
ence on language acquisition. Growing ev-
idence has led researchers to conclude 
quality matters more than quantity, and 
the most valuable quality seems to be back-
and-forth communication—what research-
ers variously call conversational turns, du-
ets or contingent talk.

A paper published in February in Psy-
chological Science brings a new dimension 
of support to this idea, offering the first ev-
idence these exchanges play a vital role in 
the development of Broca’s area, the brain 
region most closely associated with pro-
ducing speech. Further, the amount of con-
versational turns a child experiences daily 

outweighs socioeconomic status in pre-
dicting both activity in Broca’s area and the 
child’s language skills.

The study, from the lab of neuroscien-
tist John Gabrieli of the Massachusetts In-
stitute of Technology, involved 36 children, 
ages four to six, from a range of socioeco-
nomic backgrounds. It had three compo-
nents: First, researchers used standardized 
tests to evaluate each child’s verbal ability 
and derive a composite score. Second, the 
brain of each child was scanned using func-
tional magnetic resonance imaging (fMRI) 
while the child listened to very short 
(15-second) stories. Lastly, adult-child 
communication at home was evaluated for 
two days using a state-of-the-art recording 
and analysis system called LENA (Language 
Environment Analysis) to measure adult 
speech, the child’s utterances and their 

conversational turns—paired exchanges 
separated by no more than five seconds.

The researchers confirmed the classic 
1995 finding that, overall, kids from wealth-
ier families hear more words. And although 
their sample was small, they even confirmed 
the 30-million-word gap between the poor-
est and richest children. But what correlated 
most closely with a child’s verbal score was 
not the number of words he or she heard but 
the number of conversational turns. And 
these exchanges were the only aspect of lan-
guage measured by LENA that correlated 
with the intensity of activity seen in Broca’s 
area during the fMRI story session. “We 
found that by far the biggest driver for brain 
development was not the number of words 
spoken but the conversations,” Gabrieli 
says. And although on average parents with 
greater income and education have more of 

But the sheer quantity of words a toddler 
hears is not the most significant influence  
on language acquisition.
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these verbal exchanges with their young 
children, “there’s pretty good diversity,” he 
notes. In other words, some low-income 
parents engaged in a lot of conversation 
with their child, and some wealthier parents 
conversed relatively little.

The researchers calculated that a child’s 
verbal ability score increased by one point 
for every additional 11 conversational ex-
changes per hour.

How exactly exposure to these exchang-
es alters Broca’s area is a question Gabrie-
li’s team is exploring in subsequent re-
search. “We know that greater activation in 
Broca’s area was associated with better ver-
bal abilities overall, so it seems like greater 
activation is good,” he says. One possibility 
is back-and-forth communication pro-
motes more connections between brain 
cells in that region.

The study is a “very, very important” ad-
dition to a growing body of work, says de-
velopmental psychologist Kathryn Hirsh-
Pasek, director of the Infant Language Lab-
oratory at Temple University, who was not 
involved in the work. “We have known for 
quite a while that conversational turns—or 
what in my work we call conversational du-
ets—are very important for building a foun-

dation for language and maybe for learning 
generally. What hadn’t been done is to link 
it where we knew it had to be linked—to 
changes in the brain.”

Verbal exchanges have two components 
that children must master: temporal con-
tingency and semantic contingency—es-
sentially, understanding the timing of hu-
man conversation and how to respond 
meaningfully. Research, including Hirsh-
Pasek’s, has shown children cannot learn 
this from watching television, although 
they can learn it via video-chat technology 
such as Apple’s FaceTime.

Contingent language begins in infan-
cy—well before words emerge—when par-
ents begin cooing and gooing at their ba-
bies, who respond in kind. Socioeconomic 
differences in this behavior arise during 
the first year of life, according to a 2017 

study of 141 11-month-olds by Michelle 
McGillion of the University of Sheffield in 
England and her colleagues.

Research in this area has big implica-
tions for parents and caregivers. The search 
is on for interventions that will increase 
adult-child conversation and boost early 
language skills, especially for families liv-
ing in poverty. McGillion’s study, for in-
stance, showed language learning took off 
for babies in low-income settings when 
caregivers were given instructions to spend 
15 minutes a day engaging their infant by 
commenting on whatever the baby looked 
at. Unfortunately, the improvements did 
not persist at age two with this low-inten-
sity intervention.

Encouraging conversation seems partic-
ularly necessary in an era when both chil-
dren and adults are spending more time 

The search is on for interventions that will 
increase adult-child conversation and boost 
early language skills, especially for families.
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What makes some people more creative than others? For $9.99, this special edition 
explores the intricacies of creativity from the rise of ingenuity in early humans to 

the nurturing power of imaginative play to the eccentricities of the unleashed mind, and more.  

B U Y  N O W

with devices and less in face-to-face com-
munication. “The exchanges are not only 
about words but about feelings, about pay-
ing attention to someone else,” Gabrieli ob-
serves. Hearing language from television or 
Alexa, he says, “does very little compared to 
these exchanges.”

Hirsh-Pasek shares this concern about 
technology. One 2017 study she co-authored 
found that when a cell-phone call interrupts 
an interaction in which a parent is teaching 
a child a new word, the learning is lost.

While we are fiddling with our digital de-
vices, “evolution is screaming at us,” she 
says. “It’s saying, ’Hey, in case you didn’t no-
tice, there’s another human in the room—
pay attention.’ If we learn better how to fol-
low the eyes of our child and comment on 
what they are looking at, we will have strong 
language learners. And language is the sin-
gle-best predictor of school readiness—in 
math, social skills and reading skills. It is the 
foundation for learning.”

— CLAUDIA WALLIS
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Getting to the Root of the Problem: Stem Cells 
Are Revealing New Secrets about Mental Illness
A fresh wave of research involves reprogramming  
ordinary skin cells into those found in the brain 
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Millions of Americans who suffer 
from bipolar disorder depend on 
lithium. The medication has been 

prescribed for half a century to help stabi-
lize patients’ moods and prevent manic or 
depressive episodes. Yet what it does in the 
brain—and why it does not work for some 
people—has remained largely mysterious.

But last year San Diego–based research-
ers uncovered new details about how lithi-
um may alter moods, thanks to an approach 
recently championed by a small number of 
scientists studying mental illness: The San 
Diego team used established lab techniques 
to reprogram patients’ skin cells into stem 
cells capable of becoming any other kind—
and then chemically coaxed them into be-
coming brain cells.

This process is now providing the first 
real stand-ins for brain cells from mentally 
ill humans, allowing for unprecedented di-
rect experiments. Proponents hope study-
ing these lab-grown neurons and related 
cells will eventually lead to more precise 
and effective treatment options for a vari-
ety of conditions. The San Diego team has 
already used this technique to show some 
bipolar cases may have more to do with 
protein regulation than genetic errors. And 

another lab discovered the activity of glial 
cells (a type of brain cell that supports neu-
ron function) likely helps fuel schizophre-
nia—upending the theory that the disorder 
results mainly from faulty neurons.

This new wave of research builds on Shin-
ya Yamanaka’s Nobel-winning experiments 
on cellular reprogramming from a decade 
ago. His landmark findings about creating 
induced pluripotent stem cells (iPSCs) have 
only recently been applied to studying men-
tal illness as the field has matured. “What’s 
really sparked that move now has been the 
ability to make patient-specific stem cells—
and once you can do that, then all sorts of 
diseases become amenable to investiga-
tion,” says Steven Goldman, who specializ-
es in cellular and gene therapy at the Uni-
versity of Rochester Medical Center.

To get to the bottom of why lithium helps 

some bipolar patients, stem cell scientist 
Evan Snyder and his colleagues at the San-
ford Burnham Prebys Medical Discovery In-
stitute wanted to examine neuron forma-
tion—comparing samples from those who 
respond to the medication and those who 
do not. The team obtained ordinary skin 
cells from people in both groups and trans-
formed those samples into iPSCs, and then 
brain cells. “When you reprogram cells into 
iPSCs, they lose all markers of age, regard-
less of how old the person is,” says Kristen 
Brennand, a stem cell biologist at the Icahn 
School of Medicine at Mount Sinai, who was 
not involved in the work. “We can look at 
disease risk in a dish without any impact of 
things like drug abuse or adolescent trauma 
or infection of the mother while pregnant—
so all we have is the genetic risk that was 
there when sperm met egg.”

“When you reprogram cells into iPSCs, they  
lose all markers of age, regardless of how old 
the person is.” —Kristen Brennand
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With these lab-grown models, Snyder 
and his team were able to compare how 
neurons matured in the two bipolar groups. 
They could also scour the cells’ molecular 
pathways for possible explanations about 
how lithium works and why. They ulti-
mately found that a protein called CRMP2, 
which regulates neural networks and is 
found inside of cells, appears to play an 
outsize role in influencing whether or not 
lithium helps patients.

 Lithium, they concluded, makes CRMP2 
act normally. Apparently the protein acts 
sluggishly in some bipolar patients, ham-
pering neurons’ ability to form dendritic 
spines—little bumps that occur on the edg-
es of nerve cells that are necessary for neu-
ral communication. The problem, the re-
searchers found, is not caused by an abnor-
mal gene or errors in the responsiveness of 
a gene—or even the amount of protein a 
gene makes. Instead it stems from changes 
to the shape, weight or electrical charge of 
the protein. This makes lithium-respon-
sive bipolar disease the first confirmed 
mental health disorder fueled not by a ge-
netic mutation but rather by hiccups in the 
“post-translational modification” of a pro-
tein, Snyder says. He suspects that cases of 

bipolar disorder that do not respond to the 
drug are actually a different disease alto-
gether.

Looking at these findings, researchers 
may now try to develop lithium alterna-
tives that similarly restore CRMP2 activity, 
but only act on that protein pathway—al-
lowing patients to avoid problematic side 
effects that may come from lithium hitting 
inappropriate targets. (It can, for example, 
cause memory deficits and fine-motor-skill 
deficiencies.) Researchers have previously 
had some information about the brain 
pathway lithium works on, but Brennand 
notes gaps have remained. “Snyder has de-
scribed another target of lithium, and this 
one might be more accurate,” she says.

Creating Mini-Brains in the Lab
One problem in studying mental illness has 
always been that the brain is not very acces-
sible while a patient is alive. Scientists have 
devised some ways around this: During the 
last decade genome-wide association stud-
ies have helped scientists link certain ge-
netic mutations to specific disorders, for ex-
ample. But that work left many mysteries 
about the causes of mental illnesses includ-
ing schizophrenia, autism and bipolar dis-

order, which are all related to many genes. 
Animal studies can often help, but scientists 
cannot know if a mouse bred to have certain 
characteristics of schizophrenia is truly a 
schizophrenic mouse.

Work with induced pluripotent stem 
cells has helped change how clinicians 
think about schizophrenia. Goldman and 
some colleagues reported in August glial 
cells play a central role in the disorder. The 
researchers took iPSCs from schizophrenic 
and healthy subjects, turned them into gli-
al progenitor cells and showed that only 
the ones from the mentally ill patients 
would alter the behavior of mice implanted 
with them. These mice developed symp-
toms similar to those of some humans with 
schizophrenia, including reduced inhibi-
tion, social isolation and excessive anxiety.

Tapping stem cells is particularly excit-
ing because it can be coupled with tradi-
tional methods of studying mental illness, 
according to specialists in the field. For 
example, once researchers identify cells 
they think are significant, they can place 
them into mouse models (as Goldman did), 
seeing how they affect the behavior of 
these human-rodent chimeras. “In these 
cases, we are turning the mouse brain into 
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a living test tube,” Goldman says. He notes 
scientists can also compare cells from a 
schizophrenic patient and a mentally 
healthy patient, and look for anatomical 
differences. “These technologies have giv-
en us a leg up we didn’t have years ago,” he 
adds. Researchers are also coupling iPSCs 
with gene-editing techniques to create cell 
populations with specific genetic muta-
tions—or to determine whether specific 
genetic mutations cause certain prob-
lems—says Guo-li Ming, a neuroscientist 
at the University of Pennsylvania Perel-
man School of Medicine.

Ming was one of the first researchers to 
employ iPSCs to explore mental health dis-
orders. Lately she and others have also been 
taking the field in another direction: using 
iPSCs to develop 3-D brain organoid mod-
els, essentially building mini-brains com-
prising different neural cells. These cells 
live and interact in a solution, recapitulat-
ing many unique features of human brain 
development. This allows scientists to study 
the cross-talk among different types of cells 
in the brain, a process that may be involved 
in mental health disorders, Ming says.

The tantalizing goals of all of this stem 
cell work, she says, are to create personal-

ized medications for individual patients 
and be able to quickly screen existing drugs 
against patients’ cells in the lab—deter-
mining whether doctors should send pa-
tients home with specific drugs. “Maybe in 
a decade or two we can achieve at least 
some of this,” Ming says. Yet already, Sny-
der says, the new findings have opened an 
“entirely new epoch in research.”

— DINA FINE MARON

facebook.com/ScientificAmerican

Like us on Facebook 
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Getting the Inside Dope on Ketamine’s Mysterious 
Ability to Rapidly Relieve Depression
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The notorious party drug may act as an antidepressant by blocking neural bursts  
in a little-understood brain region that may drive depression

16



Ketamine has been called the biggest 
thing to happen to psychiatry in 50 
years, due to its uniquely rapid and 

sustained antidepressant effects. It improves 
symptoms in as little as 30 minutes, com-
pared with weeks or even months for exist-
ing antidepressants, and is effective even for 
the roughly one third of patients with so-
called treatment-resistant depression.

Although there are multiple theories, 
researchers do not quite know how ket-
amine combats depression. Now, new re-
search has uncovered a mechanism that 
may, in part, explain ketamine’s antide-
pressant properties. Two studies recently 
published in Nature describe a distinctive 
pattern of neural activity that may drive 
depression in a region called the lateral 
habenula (LHb); ketamine, in turn, blocks 
this activity in depression-prone rats.

Originally licensed as an anesthetic in 
1970, ketamine has since gained fame as a 
party drug for causing out-of-body experi-
ences, hallucinations and other psychosis-
like effects. Its antidepressant properties 
in humans were discovered almost 20 years 
ago. Ketamine does not directly influence 
the same chemical messengers as standard 
antidepressants such as serotonin, but 

rather works via interaction with another 
chemical, glutamate—not usually associat-
ed with mood but rather with brain plas-
ticity. One prominent idea about how it al-
leviates depression is by promoting the 
growth of new neural connections. “We 
provide a new angle for people to think 
about how this drug works,” says neurosci-
entist Hailan Hu of Zhejiang University in 
China, leader of the team that conducted 
both studies. If she is right, her group may 
have identified multiple new lines of attack 
for treating a condition the World Health 
Organization calls the leading cause of dis-
ability worldwide.

Both new studies probe the workings of 
the LHb, a small, central brain region that 
acts like the dark twin of the brain’s reward 
centers by processing unexpectedly un-
pleasant events. For example, if an animal 

has been trained to expect food when reach-
ing the end of a maze and the reward is not 
there, the LHb activates, signaling a dis-
crepancy between expectation and out-
come. This has led to the LHb being dubbed 
the key part of a “disappointment circuit.” 
If the LHb is overactive, it could suppress 
rewards from normally pleasurable activi-
ties—a symptom known as anhedonia—
leading to long-term apathy and hopeless-
ness. Studies in animals suggest 
hyperactivity in the LHb contributes to de-
pression, but the details have been murky.

The first study, led by neuroscientist Yan 
Yang, also at Zhejiang, discovered a dis-
tinctive pattern of rapid bursts in the LHb 
of rats that display depressionlike behav-
iors. More usual neural activity, where neu-
rons fire at spaced intervals, was not relat-
ed to depression, suggesting it is burst ac-

Although there are multiple theories, 
researchers do not quite know how  
ketamine combats depression.
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tivity, rather than increased LHb activity 
per se, that is related to depression. Exactly 
why bursts are important is not clear, but 
the researchers think they may enhance 
communication with other regions. “It’s 
like a machine-gun shooting versus single 
shooting, so it carries information more ef-
ficiently to downstream brain areas,” Hu 
says. The team also provoked LHb neurons 
into burst firing using optogenetics, a tech-
nology that allows neurons to be activated 
with light. The results showed increased 
depressive behaviors, indicating the bursts 
actually cause depression rather than just 
occur alongside it.

The researchers stumbled on ketamine 
after they injected a drug that blocks NMDA 
receptors (for glutamate that, when acti-
vated, allow calcium to flood inside cells, 
causing them to fire) in the LHbs of depres-
sion-prone rats and saw strong antidepres-
sant effects. Ketamine also blocks NMDA 
receptors, so the team repeated this with 
ketamine and again alleviated depression, 
within one hour. “We show that infusion of 
ketamine into just one brain region is suffi-
cient to cause rapid antidepressant effects,” 
Hu says. Studies of brain tissue samples 
showed that whereas ketamine silenced 

burst firing within minutes, the standard 
antidepressant fluoxetine hydrochloride, 
commonly known as Prozac, had no such 
effect at these timescales.

The second study, led by Zhejiang neu-
roscientist Yihui Cui, looked at what might 
cause burst firing in depression. The re-
searchers found a protein, Kir4.1, was pres-
ent at higher levels in depressive rats. Kir4.1 
is found in cells called astrocytes, which in-
fluence neuronal activity. The team showed 
this protein promotes burst firing in LHb 
neurons. Raising Kir4.1 levels increased 
depressionlike behaviors, whereas block-
ing its function reduced them.

The studies do not reveal how burst fir-
ing influences depression, but the re-
searchers have a hypothesis. The LHb con-
nects to parts of the limbic system—which 
processes emotion—as well as reward cen-
ters that signal using chemical messengers 
associated with pleasure and mood, like 
dopamine and serotonin. The LHb inhibits 
activity in these regions, so burst firing may 
more effectively put the brakes on systems 
that produce reward signals from pleasur-
able activities. “Our results provide a sim-
ple model of how ketamine leads to disin-
hibition of the reward center to quickly re-

lieve depression,” Hu says.
Among researchers not taking part in 

the work, not everyone agrees the story can 
be this simple, however. “We’ve found the 
habenula is underactive in depressed pa-
tients, which is inconsistent with these 
data,” says neuroscientist Jonathan Roiser 
of University College London. But if these 
discrepancies can be resolved, studying the 
LHb is a promising path toward entirely 
new approaches to treating severe depres-
sion. “It’s fascinating to see that ketamine 
dampens habenular hyperactivity,” says 
psychiatrist Matthew Klein of the Universi-
ty of California, San Diego. “Further re-
search will show whether this is the rapid 
antidepressant mechanism in human pa-
tients.”

The new findings have several implica-
tions for treatment. Understanding how 
ketamine acts so quickly could provide 
greater insight into the core mechanisms 
of depression and help to develop next-gen-
eration ketamine-based treatments that do 
not have the same side effects as the drug 
itself, such as dissociation and bladder 
problems. Several pharmaceutical compa-
nies have been pursuing this goal, but 
knowing what it is about ketamine that 
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produces the desirable effects could, in 
principle, aid these efforts.

Researchers are still studying ket-
amine’s long-term effects, safety and opti-
mum doses in clinical trials. Currently, pa-
tients are administered ketamine via infu-
sions in a hospital, which, combined with 
the side effects, makes it unwieldy. “It 
would be great if we could reproduce ket-
amine’s rapid effects in a simple oral med-
ication,” Klein says. “Its most exciting ben-
efit is in treating suicidal ideation, which 
we currently don’t have any fast-acting 
therapies for; it’s an unmet clinical need 
that could save lives.”

The recent work also identifies multiple 
new targets for therapies, including Kir4.1 
and t-type voltage-sensitive calcium chan-
nels (t-VSCCs), another target implicated 
in burst firing. The team is planning to test 
whether drugs that block t-VSCCs have an-
tidepressant effects, Hu says.

  —SIMON MAKIN
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Researchers are painting intricate pictures of individual 
memories and learning how the brain works in the process

By Helen Shen

Portrait of a Memory
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For someone who’s not a Sher-
lock superfan, cognitive neu-
roscientist Janice Chen knows 
the BBC’s hit detective drama 
better than most. With the 

help of a brain scanner, she spies on 
what happens inside viewers’ heads 
when they watch the first episode of the 
series and then describe the plot.

Chen, a researcher at Johns Hopkins 
University, has heard all sorts of varia-
tions on an early scene, when a woman 
flirts with the famously aloof detective in 
a morgue. Some people find Sherlock 
Holmes rude while others think he is 
oblivious to the woman’s nervous ad-
vances. But Chen and her colleagues 
found something odd when they scanned 
viewers’ brains: as different people retold 
their own versions of the same scene, 
their brains produced remarkably similar 
patterns of activity.

Chen is among a growing number of 
researchers using brain imaging to iden-
tify the activity patterns involved in cre-
ating and recalling a specific memory. 
Powerful technological innovations in 
human and animal neuroscience in the 
past decade are enabling researchers to 
uncover fundamental rules about how in-
dividual memories form, organize and in-
teract with each other. Using techniques 
for labeling active neurons, for example, 
teams have located circuits associated 
with the memory of a painful stimulus in 
rodents and successfully reactivated 
those pathways to trigger the memory. 
And in humans, studies have identified 
the signatures of particular recollections, 

which reveal some of the ways that the 
brain organizes and links memories to aid 
recollection. Such findings could one day 
help to reveal why memories fail in old 
age or disease, or how false memories 
creep into eyewitness testimony. These 
insights might also lead to strategies for 
improved learning and memory.

The work represents a dramatic de-
parture from previous memory research, 
which identified more general locations 
and mechanisms. “The results from the 
rodents and humans are now really com-
ing together,” says neuroscientist Shee-
na Josselyn of the Hospital for Sick Chil-
dren in Toronto. “I can’t imagine want-
ing to look at anything else.”

Helen Shen is a science writer based in Sunnyvale, 

Calif. She has contributed to Nature, Science and the 

Boston Globe.

Memory, it turns out, is a highly  
distributed process, not relegated to any 
one region of the brain.
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In Search of the Engram
The physical trace of a single memory—
also called an engram—has long evaded 
capture. Psychologist Karl Lashley was 
one of the first to pursue it and devoted 
much of his career to the quest. Begin-
ning around 1916, he trained rats to run 
through a simple maze, and then de-
stroyed a chunk of cortex, the brain’s out-
er surface. Then he put them in the maze 
again. Often the damaged brain tissue 
made little difference. Year after year, the 
physical location of the rats’ memories 
remained elusive. Summing up his ambi-
tious mission in 1950, Lashley wrote: “I 
sometimes feel, in reviewing the evidence 
on the localization of the memory trace, 
that the necessary conclusion is that 
learning is just not possible.”

Memory, it turns out, is a highly dis-
tributed process, not relegated to any one 
region of the brain. And different types of 
memory involve different sets of areas. 
Many structures that are important for 
memory encoding and retrieval, such as 
the hippocampus, lie outside the cortex—

and Lashley largely missed them. Most 
neuroscientists now believe that a given 
experience causes a subset of cells across 
these regions to fire, change their gene 
expression, form new connections and al-

ter the strength of existing ones—chang-
es that collectively store a memory. Rec-
ollection, according to current theories, 
occurs when these neurons fire again and 
replay the activity patterns associated 
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with past experience.
Scientists have worked out some basic 

principles of this broad framework. But 
testing higher-level theories about how 
groups of neurons store and retrieve spe-
cific bits of information is still challeng-
ing. Only in the past decade have new 
techniques for labeling, activating and 
silencing specific neurons in animals al-
lowed researchers to pinpoint which 
neurons make up a single memory.

Josselyn helped lead this wave of re-
search with some of the earliest studies to 
capture engram neurons in mice. In 2009 
she and her team boosted the level of a 
key memory protein called CREB in some 
cells in the amygdala (an area involved in 
processing fear) and showed that those 
neurons were especially likely to fire when 
mice learned, and later recalled, a fearful 
association between an auditory tone and 
foot shocks. The researchers reasoned 
that if these CREB-boosted cells were an 
essential part of the fear engram, then 
eliminating them would erase the memo-
ry associated with the tone and remove 

the animals’ fear of it. So the team used a 
toxin to kill the neurons with increased 
CREB levels, and the animals permanent-
ly forgot their fear.

A few months later Alcino Silva’s 
group at the University of California, Los 
Angeles, achieved similar results, sup-
pressing fear memories in mice by bio-
chemically inhibiting CREB-overpro-
ducing neurons. In the process, they also 
discovered that at any given moment, 
cells with more CREB are more electri-
cally excitable than their neighbors, 
which could explain their readiness to 
record incoming experiences. “In paral-
lel, our labs discovered something com-
pletely new—that there are specific rules 
by which cells become part of the en-
gram,” says Silva.

But these types of memory-suppres-
sion studies sketch out only half of the 
engram. To prove beyond a doubt that 
scientists were in fact looking at en-
grams, they had to produce memories on 
demand, too. In 2012 Susumu Tonega-
wa’s group at the Massachusetts Insti-

tute of Technology reported creating a 
system that could do just that.

By genetically manipulating brain 
cells in mice, the researchers could tag 
firing neurons with a light-sensitive pro-
tein. They targeted neurons in the hip-
pocampus, an essential region for mem-
ory processing. With the tagging system 
switched on, the scientists gave the ani-
mals a series of foot shocks. Neurons that 
responded to the shocks churned out the 
light-responsive protein, allowing re-
searchers to single out cells that consti-
tute the memory. They could then trig-
ger these neurons to fire using laser light, 
reviving the unpleasant memory for the 
mice. In a follow-up study, Tonegawa’s 
team placed mice in a new cage and de-
livered foot shocks, while at the same 
time reactivating neurons that formed 
the engram of a safe cage. When the mice 
were returned to the safe cage, they froze 
in fear, showing that the fearful memory 
was incorrectly associated with a safe 
place. Work from other groups has shown 
that a similar technique can be used to 

SPECIAL REPORT   THE SCIENCE OF MEMORY

24



tag and then block a given memory.
This collection of work from multiple 

groups has built a strong case that the 
physiological trace of a memory—or at 
least key components of this trace—can 
be pinned down to specific neurons, says 
Silva. Still, neurons in one part of the 
hippocampus or the amygdala are only a 
tiny part of a fearful foot-shock engram, 
which involves sights, smells, sounds and 
countless other sensations. “It’s proba-
bly in 10 to 30 different brain regions—
that’s just a wild guess,” says Silva.

A Broader Brush
Advances in brain-imaging technology 
in humans are giving researchers the 
ability to zoom out and look at the brain-
wide activity that makes up an engram. 
The most widely used technique, func-
tional magnetic resonance imaging 
(fMRI), cannot resolve single neurons  
but instead shows blobs of activity 
across different brain areas. Conven-
tionally, fMRI has been used to pick out 
regions that respond most strongly to 

various tasks. But in recent years, pow-
erful analyses have revealed the distinc-
tive patterns, or signatures, of brain-
wide activity that appear when people 
recall particular experiences. “It’s one 
of the most important revolutions in 
cognitive neuroscience,” says Michael 
Kahana, a neuroscientist at the Univer-
sity of Pennsylvania.

The development of a technique called 
multi-voxel pattern analysis (MVPA) has 
catalyzed this revolution. Sometimes 
called brain decoding, the statistical 
method typically feeds fMRI data into a 
computer algorithm that automatically 
learns the neural patterns associated 
with specific thoughts or experiences. As 

a graduate student in 2005 Sean Polyn—
now a neuroscientist at Vanderbilt Uni-
versity—helped lead a seminal study ap-
plying MVPA to human memory for the 
first time. In his experiment, volunteers 
studied pictures of famous people, loca-
tions and common objects. Using fMRI 
data collected during this period, the re-
searchers trained a computer program to 
identify activity patterns associated with 
studying each of these categories.

Later, as subjects lay in the scanner 
and listed all the items that they could 
remember, the category-specific neural 
signatures reappeared a few seconds be-
fore each response. Before naming a ce-
lebrity, for instance, the celebrity-like 

Conventionally, fMRI has been used to  
pick out regions that respond most strongly 
to various tasks.
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activity pattern emerged, including acti-
vation of an area of the cortex that pro-
cesses faces. It was some of the first di-
rect evidence that when people retrieve 
a specific memory, their brain revisits 
the state it was in when it encoded that 
information. “It was a very important pa-
per,” says Chen. “I definitely consider my 
own work a direct descendant.”

Chen and others have since refined 
their techniques to decode memories 
with increasing precision. In the case of 
Chen’s Sherlock studies, her group found 
that patterns of brain activity across 50 
scenes of the opening episode could be 
clearly distinguished from one another. 
These patterns were remarkably specific, 
at times telling apart scenes that did or 
didn’t include Sherlock, and those that 
occurred indoors or outdoors.

Near the hippocampus and in several 
high-level processing centers such as the 
posterior medial cortex, the researchers 
saw the same scene-viewing patterns 
unfold as each person later recounted 
the episode—even if people described 

specific scenes differently. They even ob-
served similar brain activity in people 
who had never seen the show but had 
heard others’ accounts of it.

“It was a surprise that we see that same 
fingerprint when different people are re-
membering the same scene, describing it 
in their own words, remembering it in 
whatever way they want to remember,” 
says Chen. The results suggest that 
brains—even in higher-order regions that 
process memory, concepts and complex 
cognition—may be organized more simi-
larly across people than expected.

Melding Memories
As new techniques provide a glimpse of 
the engram, researchers can begin study-
ing not only how individual memories 
form, but how memories interact with 
each other and change over time.

At New York University, neuroscien-
tist Lila Davachi is using MVPA to study 
how the brain sorts memories that share 
overlapping content. In a 2017 study 
with Alexa Tompary, then a graduate 

student in her lab, Davachi showed vol-
unteers pictures of 128 objects, each 
paired with one of four scenes—a beach 
scene appeared with a mug, for example, 
and then a keyboard; a cityscape was 
paired with an umbrella, and so on. Each 
object appeared with only one scene, but 
many different objects appeared with 
the same scene. At first, when the volun-
teers matched the objects to their corre-
sponding scenes, each object elicited a 
different brain-activation pattern. But 
one week later neural patterns during 
this recall task had become more similar 
for objects paired with the same scene. 
The brain had reorganized memories ac-
cording to their shared scene informa-
tion. “That clustering could represent 
the beginnings of learning the gist of in-
formation,” says Davachi.

Clustering related memories could 
also help people use prior knowledge to 
learn new things, according to research 
by neuroscientist Alison Preston of the 
University of Texas at Austin. In a 2012 
study, Preston’s group found that when 
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some people view one pair of images 
(such as a basketball and a horse), and 
later see another pair (such as a horse 
and a lake) that shares a common item, 
their brains reactivate the pattern asso-
ciated with the first pair. This reactiva-
tion appears to bind together those re-
lated image pairs; people who showed 
this effect during learning were better at 
recognizing a connection later—implied, 
but never seen—between the two pic-
tures that did not appear together (in 
this case, the basketball and the lake). 
“The brain is making connections, rep-
resenting information and knowledge 
that is beyond our direct observation,” 
explains Preston. This process could help 
with a number of everyday activities, 
such as navigating an unfamiliar envi-
ronment by inferring spatial relation-
ships between a few known landmarks. 
Being able to connect related bits of in-
formation to form new ideas could also 
be important for creativity or imagining 
future scenarios.

In a follow-up study, Preston has start-

ed to probe the mechanism behind mem-
ory linking and has found that related 
memories can merge into a single repre-
sentation, especially if the memories are 
acquired in close succession. In a remark-
able convergence, Silva’s work has also 
found that mice tend to link two memo-
ries formed closely in time. In 2016 his 
group observed that when mice learned 
to fear foot shocks in one cage, they also 
began expressing fear toward a harmless 
cage they had visited a few hours earlier. 
The researchers showed that neurons en-
coding one memory remained more ex-
citable for at least five hours after learn-
ing, creating a window in which a partial-
ly overlapping engram might form. 
Indeed, when they labeled active neu-
rons, Silva’s team found that many cells 
participated in both cage memories.

These findings suggest some of the 
neurobiological mechanisms that link 
individual memories into more general 
ideas about the world. “Our memory is 
not just pockets and islands of informa-
tion,” says Josselyn. “We actually build 
concepts, and we link things together 
that have common threads between 
them.” The cost of this flexibility, how-
ever, could be the formation of false or 
faulty memories: Silva’s mice became 
scared of a harmless cage because their 
memory of it was formed so close in time 
to a fearful memory of a different cage. 
Extrapolating single experiences into ab-
stract concepts and new ideas risks los-
ing some detail of the individual memo-
ries. And as people retrieve individual 
memories, these might become linked or 
muddled. “Memory is not a stable phe-

“Our memory is not just pockets and islands 
of information.” —Sheena Josselyn
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nomenon,” says Preston.
Researchers now want to explore 

how specific recollections evolve with 
time, and how they might be remod-
eled, distorted or even recreated when 
they are retrieved. And with the ability 
to identify and manipulate individual 
engram neurons in animals, scientists 
hope to bolster their theories about 
how cells store and serve up informa-
tion—theories that have been difficult 
to test. “These theories are old and re-
ally intuitive, but we really didn’t know 
the mechanisms behind them,” says 
Preston. In particular, by pinpointing 
individual neurons that are essential 
for given memories, scientists can study 
in greater detail the cellular processes 
by which key neurons acquire, retrieve 
and lose information. “We’re sort of in a 
golden age right now,” says Josselyn. 
“We have all this technology to ask 
some very old questions.”

This article is reproduced with per-
mission and was first published in Na-
ture on January 10, 2018. M
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Foresee  
and Forget:  

How to  
Remember  
the Future

Thanks to memory,  
we are able to  
recall the past.  

But we also need it to  
implement new ideas  

in the future 
 

By Matthias Kliegel and  
Nicola Ballhausen
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We’re all familiar with 
the following sce-
nario: You use the 
last pat of butter at 
breakfast and make 

a mental note to go to the store after 
work. Next morning, you realize your 
best intentions weren’t enough to put 
butter on the table.

When was the last time you forgot 
something? Posing the question makes 
it clear our memory often leaves us in 

the lurch. We forgot to buy something, 
call someone, take a medication, send a 
letter or attach a file to an e-mail. What 
do all these situations have in common? 
In each case, it is something we decided 
to do seconds, minutes, hours or even 
days ago. Although this form of memory 
often presents problems in daily life, 
neuroscientists and psychologists have 
only been researching this phenome-
non as an independent area of memory 
for about 40 years.

We need this prospective memory 
(also called memory for intentions) so 
we can remember to do things in the fu-
ture in a timely manner. In this sense it 
differs from other phenomena that have 
been the subject of classical memory re-
search for decades, which may be char-
acterized as retrospective memory. The 
latter makes it possible for us to recall 
knowledge or earlier experiences; pro-
spective memory, on the other hand, 
enables us to bring to mind future in-
tentions. Retrospective memory is use-
ful in recalling previously stored infor-

mation as required—for example, when 
being asked to so on a memory test. In 
prospective memory that aspect of ex-
plicitly prompting memory retrieval is 
missing, because in everyday life no one 
else is usually there in real time to re-
mind us to retrieve our intentions. What 
makes this type of memory so tricky is 
that we have to remember that the mar-
ket we pass on the way home is sup-
posed to remind us of what we need to 
get in the first place.

Prospective memory is crucial for 
two reasons: First, it is the type of mem-
ory that poses the most problems for us 
in everyday life. Studies have shown 
that as many as two-thirds of memory 
glitches may be attributed to failures of 
prospective memory. At the same time, 
we need it to come to terms with our ev-
eryday circumstances. It is important to 
remember to take a medication, con-
gratulate a friend on her birthday or get 
to a business meeting on time. That is 
what prospective memory enables us to 
do. If we could not recall such future in-

Matthias Kliegel is a professor of cognitive aging re-

search at the University of Geneva, where he is also director 

of the Center for the Interdisciplinary Study of Gerontology 

and Vulnerability (CIGEV). Although he has been researching 

prospective memory for 20 years, not a day goes by when 

he doesn’t forget something.

Nicola Ballhausen is a psychologist and works as a se-
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control processes and their development in old age. One of 
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tentions, we could not live autonomous 
and independent lives. To the extent 
that we are unable to remember pro-
spectively, we will need help because 
such memory lapses are dangerous, for 
example, when we forget food cooking 
on the stove. Problems of this sort are 
one of the reasons why senior citizens 
or persons with a brain disorder may 

need a caregiver or institutionalization.
If prospective memory is so import-

ant, why has it taken so long for re-
searchers to focus on it? The reason is 
that they considered situations in which 
prospective memory comes into play 
merely as everyday examples of other 
areas of memory. Among other things, 
they thought remembering items to be 

done, such as shopping, consisted mere-
ly of saving and then later recalling such 
items, as is the case with other short-
term or long-term memory tasks. Sim-
ply knowing the items on a to-do list is 
not sufficient, however. One also has to 
remember one has to go to the store.

Many Possible Sources of Error
Researchers now distinguish between 
two components of prospective memo-
ry: a retrospective component that is very 
similar to traditional memory and relates 
to the content of an intention (remem-
bering what one needs to do), and a pro-
spective component (recalling in a timely 
manner that one needs to do something). 
Problems may occur with both compo-
nents. For example, we may forget to act 
on an intention at the right moment if we 
are preoccupied with something else. This 
is an example of a lapse in the prospec-
tive component. Or we may become aware 
at a meeting that we can no longer recall 
all of the points we wanted to bring up, a 
failure of the retrospective component. 
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Interestingly, adults are relatively good at 
remembering what they want to do but 
may have problems actually doing it at 
the right time. In other words, the pro-
spective dimension seems to pose prob-
lems for which few remedies have yet 
been found. What good is a shopping list 
if we find it unused in our pants pocket 
after we get home?

Psychologists Mark McDaniel of Wash-
ington University in St. Louis and Gilles 
Einstein of Furman University have sug-
gested two potential mechanisms by 
which people carry out their intentions: 
First, we may actively try to remember 
something at the right time. We will do 
everything we can not to forget the criti-
cal moment, especially if something per-
sonally important is at stake. We look at 
our watch regularly so the cake doesn’t 
burn in the oven or we don’t miss an im-
portant meeting. But it can also happen 
that an intention suddenly springs to 
mind, although we hadn’t really thought 
about it much before.

We do not know exactly how this sec-

ond mechanism works. It may be that 
something in our surroundings sudden-
ly reminds us of our plan via association, 
such as recalling buying cupcakes when 
passing a coffee shop ad down the street. 
Although this passive mechanism func-
tions relatively effortlessly, the more ac-
tive version requires attention that must 
be withdrawn from other tasks, some of 
which may also be important. As we 
would expect, it is therefore more diffi-
cult and more prone to failure than the 
passive mechanism. Because many of 
the tasks we need to do are so import-
ant, we must rely on the active mecha-
nism. This is one of the reasons why peo-
ple working in situations that are heavi-

ly dependent on prospective memory, 
such as air traffic controllers, work short 
shifts and take lots of breaks.

Neuroscientists have now shown 
where in the brain these two pathways 
for implementing intentions are locat-
ed. When the active mechanism is in 
play, networks in the anterior prefrontal 
cortex are activated. This area is in-
volved especially when our attention is 
directed to something new. The other 
pathway makes use of networks located 
in the parietal and ventral regions that, 
among other things, are involved in au-
tobiographical memory and the discov-
ery of relevant visual stimuli.

Prospective memory is so important to 

What good is a shopping list if we  
find it unused in our pants pocket after  
we get home?
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navigating daily life that it is important 
to understand whether it decays with 
age—and if so, how. We are attempting to 
do just that in our laboratory in Geneva, 
Switzerland, at the Center for the Inter-
disciplinary Study of Gerontology and 
Vulnerability (CIGEV). Fergus Craik, a pi-
oneer in cognitive memory psychology at 
the Rotman Research Institute in Toron-
to provided the impetus for this research. 
As early as the mid-1980s he made the 
assumption prospective memory in par-
ticular becomes more unreliable in older 
persons, because it requires a great deal 
of attention. This assumption was later 
confirmed in many experiments in which 
the test subjects were asked to recall pre-
viously agreed-to tasks (for example, to 
press a button as soon as a certain word 
was said). Yet, in some studies, younger 
and older persons performed about the 
same—there were even a few where older 
subjects did better. More and more re-
searchers began to get involved in the 
study of prospective memory to resolve 
this contradiction. And they brought an 

unusual phenomenon to light: the 
age-prospective-memory paradox.

When Elders Do Better
If we test subjects at home with everyday 
tasks (for example, remembering to call 
someone twice a day), older people do 
better than younger ones—although the 
effect is precisely the opposite in the lab-
oratory. This finding raises two important 
questions, which our team and colleagues 
throughout the world are examining: 
How is the odd discrepancy between lab-
oratory and everyday life to be explained? 
And does prospective memory become 
less reliable with age, or does it not?

Tasks performed under laboratory 
conditions and those performed in daily 
life differ in various ways. In the labora-
tory memory is usually tested using stan-

dardized tasks that require multitasking. 
Under these conditions test subjects are 
generally unable to come up with mne-
monic devices or use such memory aids 
as kitchen timers or to-do lists. For ex-
ample, participants may be asked to look 
at a video and press a button every five 
minutes, tasks that have no intrinsic 
meaning to them. This may well be why 
they perform less well in the laboratory 
than out in the world, where priorities 
must be established and forgetting can 
have real consequences. In addition, the 
time span over which test subjects must 
retain something in memory is consider-
ably shorter than it is in everyday life.

At the same time, the lives of younger 
and older people are not really compara-
ble. The former are often engaged in 
study, must manage a variety of tasks and 

And does prospective memory become less 
reliable with age or does it not?
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navigate unexpected situations; the lives 
of the latter are usually more predictable 
and follow a less chaotic rhythm. This cir-
cumstance makes it easier to remember. 
In addition, younger people may be more 
used to laboratory tests or feel less stressed 
in this setting. We also cannot rule out 
that an exaggerated self-image may play a 
role in the age paradox. Although both 
age groups underestimate their prospec-
tive abilities in the lab, only the younger 
participants tended to overestimate their 
performance in their usual, familiar envi-
ronment. This may lead to their being less 
well prepared for a task.

Does prospective memory decrease as 
we age? If we focus only on laboratory ex-
periments the situation is clear: This area 
of memory, too, becomes less reliable with 
age. Studies done in people’s own envi-
ronments, however, have shown the ca-
pacity we need to maintain our daily lives 
remains intact for quite a long time, as 
long as we stay healthy. We are not yet 
able to answer the question conclusively, 
because too few studies have been con-

ducted on the performance of different 
age groups in everyday life.

Future research must examine at least 
three dimensions of prospective memory: 
First, more experiments are needed on ev-
eryday life. Only sophisticated methods 
that do not interfere with the daily lives of 
test subjects will enable us to measure 
their prospective memory in a natural set-
ting. Second, we must closely examine 
noncognitive factors such as motivations, 
emotions and stresses in order to under-
stand this memory system. Finally, under-
standing the age-prospective-memory 
paradox may provide an opening for re-
search aimed at maintaining certain cog-
nitive processes and even improving them 
over the life span. There is some reason to 
hope a change in perspective from the 
deficits experienced by older people to the 
capacities that remain intact may change 
considerably our image of aging. 

This article is reproduced with permis-
sion and was first published in Gehirn & 
Geist on February 1, 2018. M
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Brain “Pacemaker” Could Help You 
Remember Only What You Might Forget

An implant is the latest development in research on neural stimulation to boost cognition 
By Dana G. Smith
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Imagine if when you tried to learn 
something new, whether a person’s 
name or your 15th e-mail pass-
word, your brain received an elec-
trical boost. This little jolt of elec-

tricity would shock neurons into action 
and make them pay attention, increasing 
your likelihood of being able to recall the 
information when you needed it.

This type of implantable neural de-
vice is no longer purely science fiction—
or an episode of Black Mirror. Scientists 
have developed an apparatus that will 
electrically nudge the brain when it 
seems at risk of forgetting new informa-
tion. The technology, which combines a 
technique called deep-brain stimulation 
(DBS) with real-time monitoring of neu-
ral activity, improved participants’ per-

formance on a memory task by as much 
as 15 percent.

In DBS an electric current is delivered 
to the brain via electrodes implanted at 
strategic locations. The device has helped 
to control tremors in patients with Par-
kinson’s disease and stop seizures in 
those with severe epilepsy. Scientists are 
now exploring whether DBS might even 
help treat Alzheimer’s disease. But early 
studies of DBS’s effect on memory have 
been mixed—some tests led to a boost in 
performance, whereas others resulted in 
impairment.

The different outcomes seem to de-
pend largely on where and when the 
stimulation occurs. In the new study, 
published in Nature Communications, se-
nior author Michael Kahana wanted to 
let the brain’s own activity guide the 
stimulation. “I’ve been studying the elec-
trophysiology of memory processes for 
many years, and it seemed to me that [we 
should] use the electrical signals of the 
brain that predict good memory to help 
teach us how to stimulate the brain,” says 

Kahana, who is a professor of psychology 
at the University of Pennsylvania.

Kahana’s team first had to determine 
what good memory function looked like. 
To do so, the researchers enlisted 25 ep-
ilepsy patients who already had elec-
trodes implanted in their brains to mon-
itor their seizures. The researchers used 
the electrodes to measure neural activity 
while the patients memorized lists of 
words. They then compared brain activi-
ty for words the patients recalled cor-
rectly versus words they forgot. Activity 
in an area of the brain called the lateral 
temporal cortex, which is part of the core 
memory network, seemed to predict 
whether or not a patient would later re-
member the word.

The researchers then developed soft-
ware that could tell in real time whether 
activity in this part of the brain was opti-
mal for remembering or not. If the soft-
ware detected the brain was in a poor 
learning state, it triggered a small elec-
tric pulse to stimulate the area. The elec-
tric current in DBS is typically constant, 
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but this closed-loop system acts more 
like a pacemaker, only zapping the brain 
when stimulation is needed. “We’re in-
ducing neural activity within the core 
memory network at a time when the net-
work has quieted down but it should not 
have,” Kahana says.

Although the study was done in pa-
tients without memory impairment, hope 
for using DBS to treat dementia is mount-
ing—especially because the most promis-
ing pharmaceutical clinical trials for Alz-
heimer’s continue to disappoint. “I think 
it’s a really exciting finding,” says Gwenn 
Smith, a professor of psychiatry and be-
havioral sciences at Johns Hopkins Uni-
versity who was not involved in the work. 
“The study was very methodologically el-
egant and has a lot of potential for treat-
ing memory disorders.”

Itzhak Fried, a professor of neurosur-
gery at the University of California, Los 
Angeles, who also did not participate in 
the study, agreed the findings were prom-
ising but wanted to see more evidence 
for clinical impact. “In principle, stimu-

lation which is based on some neural 
feedback from the brain offers advantag-
es over standard DBS, which is a one-way 
street,” he wrote in an e-mail. “However, 
it remains to be seen if this method will 
yield better results.”

Andres Lozano, chair of neurosurgery 
at the University of Toronto who, with 
Smith, has conducted several clinical tri-
als using DBS in Alzheimer’s patients, 
says the advantages of using intermit-
tent versus constant stimulation depend 
on the desired outcome. “The closed loop 
is good for things that occur over a short 
time frame—seconds. If you’re interest-
ed in things that occur over days or years, 
then it’s not entirely clear that closed 
loop is the most beneficial,” he says.

In one trial by Lozano and Smith, Alz-
heimer’s patients over the age of 65 who 

received continuous DBS had less cogni-
tive decline over the course of a year than 
patients who did not receive it. DBS also 
resulted in higher brain glucose metabo-
lism, which Lozano says is a sign of im-
proved functioning in neurons. Another 
study in mice showed DBS can reduce 
the presence of amyloid plaques and tau 
tangles in the brain—the neurological 
signatures of Alzheimer’s that are 
thought to be behind neurodegenera-
tion. “If the objective is to slow down the 
progress of Alzheimer’s, then we may 
want to stimulate continuously,” Lozano 
says. “We’re tapping into the brain’s en-
dogenous repair and growth mecha-
nisms, and stimulation can mobilize 
those mechanisms.”

Other researchers want to take brain 
implants even further. Scientists at the 

The closed loop is good for things that occur 
over a short time frame—seconds.
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University of Southern California and 
Wake Forest University are attempting 
to build a “memory prosthesis” to pro-
duce the electrical signals associated 
with memories and feed them to the 
brain. Using electrodes, computers and 
complex mathematical models, they are 
working to decode the brain activity 
during learning and memory so they can 
recreate the signals if they’re forgotten. 
So far, the scientists have succeeded in 
creating memory-related signals from 
learning activity in rats and monkeys, 
but they have not yet tested the technol-
ogy in humans.

In the meantime closed-loop stimu-
lation systems are becoming a reality. 
The company NeuroPace offers an 
FDA-approved device to treat epilepsy. 
The implants detect activity in the brain 
that predicts a seizure and then delivers 
an electric pulse to stop the seizure im-
mediately.

Although the research to date has all 
been framed around improving memory 
in patients, the idea of enhancing cog-

nition in those of us who just need a lit-
tle boost is not far behind. Bryan John-
son, CEO of neurotech company Kernel, 
has said these types of brain prostheses 
could one day improve cognition in all 
of us.

Fried, the U.C.L.A. neurosurgeon, 
dismisses the idea of using deep-brain 
stimulation for something as trivial as 
remembering names at a cocktail party. 
“This is invasive technology designed 
to treat impairment and alleviate suf-
fering of neurological patients, and is a 
medical procedure which should be 
guided and regulated by stringent clini-
cal criteria,” he wrote.

Kahana is more open to the idea, how-
ever. “I think there’s a lot of concern that 
invasive technology is too risky to imag-
ine being deployed at a very large scale. 

You could imagine that people would be 
reluctant to have brain surgery to get a 
device that would improve their cognitive 
function,” he says. “But brain surgery for 
this kind of technology is becoming safer 
and safer and safer every year. [One day] 
the so-called invasive technologies could 
become sufficiently low-risk [so] that we 
won’t even think about them as being 
that invasive anymore.” Cosmetic surgery 
is ho-hum routine—and so is LASIK. It 
still may take some time to get used to 
the idea of elective brain surgery. Who 
wants to go first? M



It still may take some time to get used to  
the idea of elective brain surgery.
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Mounting evidence shows  
that relationships should be a 
public health priority
By Kasley Killam

To Combat 
Loneliness, 
Promote  
Social Health

OPINION
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In January the United Kingdom ap-
pointed a Minister for Loneliness to 
address the finding that nine million 

British people often or always feel lonely. 
To some, this may come as a surprise.

It should not. Loneliness and social iso-
lation are on the rise, leading many to call 
it an epidemic. In recent decades the num-
ber of people with zero confidants has tri-
pled, and most adults do not belong to a lo-
cal community group. Consequently, more 
than one-third of Americans over the age 
of 45 report feeling lonely, with prevalence 
especially high among those under 25 and 
over 65 years old. “We live in the most tech-
nologically connected age in the history of 
civilization,” writes former U.S. Surgeon 
General Vivek H. Murthy, “yet rates of lone-
liness have doubled since the 1980s.”

While this alarming trend has grown, so 
has understanding of its impact. By now 
the evidence is abundant and decisive: so-
cial connection significantly affects health. 
When you believe that you have people in 

your life who care about you, and you in-
teract with them regularly, you are better 
off. For instance, you may be less likely to 
catch a cold, have a stroke or heart disease, 
slip into early cognitive decline and develop 
depression. You may even be more likely to 
overcome socioeconomic disadvantages, re-
cover quickly from illness and live longer. A 
study at Harvard University that followed 
hundreds of people for 75 years identified 
the quality of people’s relationships as the 
single clearest predictor of their physical 
health, longevity and quality of life.

But the threat of loneliness is still large-
ly absent from common health discourse, 
medical training and practice, and public 
awareness. It’s time to establish a dedicat-
ed discipline to further study, develop ini-
tiatives around, and promote social health—
how well a person forms and maintains re-
lationships, receives and reciprocates 
support and feels connected to others. In 
the same way that mental health has risen 
up in prominence, yielding more and better 
research, treatment and advocacy, so too 
should social health.

Indeed, researchers led by Julianne 
Holt-Lunstad at Brigham Young University 
recently evaluated social connection using 

widely accepted public health criteria, in-
cluding size, severity and urgency. They 
then compared it to well-established pub-
lic health priorities that receive consider-
able resources across public and private 
sectors, such as nutrition. Despite not re-
ceiving similar resources, they concluded, 
social connection matches and in some 
cases exceeds other priorities in impact. 
(Other research suggests that loneliness 
has a comparable effect on health as smok-
ing cigarettes daily and is worse than being 
obese or sedentary.)

Therefore, the authors propose that we 
take action by applying the same frame-
work as existing public health priorities: 
First, convene experts to evaluate the liter-
ature periodically and make practical, evi-
dence-based recommendations. Second, 
align on population-level measures to track 
progress, forecast problems and identify 
at-risk groups. Last, build coalitions that 
span the individual to the societal, includ-
ing local health care settings, nonprofits 
and government agencies.

Already a social health movement is 
gaining momentum, with numerous initia-
tives pointing the way for future efforts to 
follow. Designating a minister to develop 
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policies and catalyze innovation around 
the issue, as the U.K. has done, is an excel-
lent example and will be interesting to fol-
low in the years to come. But, as the re-
searchers noted, it is important to diversify 
the approaches to bolstering social health.

For instance, the Togetherness Program 
created by CareMore, a health plan and de-
livery system in the U.S., is taking a medi-
cal approach. Sachin H. Jain, president of 
CareMore, has stated that loneliness 
“should be addressed by physicians, nurs-
es, and other clinicians as a treatable med-
ical condition.” Among their efforts, they 
screen for loneliness during appointments, 
have regular phone conversations and 
home visits with at-risk senior patients to 
show they care, and provide informal social 
hubs at their clinics to foster connection.

The Campaign to End Loneliness takes a 
more grassroots advocacy approach. They 
have built up a network of more than 2,500 
organizations and people in the U.K. who 
campaign to policy makers and commis-
sioners. They actively spread awareness on 
social media, facilitate shared learning 
among the network members and partner 
with academics and specialists to make re-
search actionable.

These initiatives mark the beginning of 
a shift toward seeing health as not only 
physical or mental, but also social. Elevat-
ing relationships in the public health realm 
through a variety of individual, community 
and societal efforts holds the potential to 
significantly improve population health. 
You can start exercising your own social 
health by calling a friend or family member 
you haven’t spoken with in a while or in-
troducing yourself to a neighbor you hav-
en’t met yet. It may just improve your 
health—and theirs. M
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We like other people in part 
because they think the way we 
do—but we may also think alike 
as a result of being friends 
By Daniel Barron

What Makes  
Us Vibe?

OPINION
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Think about your friends—the people 
you spend a lot of time with, see 
movies with, those people you’d 

text to grab a drink or dinner after a long 
week. Now think back to why you first be-
came friends and ask yourself: was it be-
cause you like them? Or because you are 
like them? A recent study, led by Carolyn 
Parkinson, a psychologist at the University 
of California, Los Angeles, suggests that 
the answer may involve a complex network 
of brain regions that gets to the root of how 
friendship exists in our brains.

When I spoke with her, Parkinson told 
me that a key focus of her research is learn-
ing how social networks might shape or be 
shaped by how our brains process informa-
tion. Her previous work explored how the 
brain encodes one’s social standing, or 
where one sits in relation to another within 
a social hierarchy. She now wanted to un-
derstand how friendship itself was fleshed 
out in the brain.

Parkinson and her co-authors, Adam 

Kleinbaum and Thalia Wheatley of Dart-
mouth College, used a measure called social 
distance to define the friendship networks 
of 279 graduate students. Four months into 
their academic semester, Parkinson asked 
the students to consider an online list of 
their classmates and click on their friends. 
This Facebookian measure can be used to 
count how closely tied two individuals are 
based on their degree of social connection. 
Social distance, similar to six degrees of sep-
aration (or, alternatively, of Kevin Bacon), 
expresses how closely tied two individuals 
are within a larger social group.

Consider three people: Bill, Grace and 
Thomas. Bill and Grace are friends. Grace 
and Thomas are also friends. But Bill and 
Thomas have never met. In this scenario, 
Bill & Grace and Grace & Thomas are 
friends with one degree of separation while 
Bill & Thomas are two degrees of separa-
tion from each other (linked by their mutu-
al friend Grace).

Parkinson used the questionnaire data 
to create a network that showed how far in 
social ties each of the students were from 
one another. These distances ranged from 
one degree of separation, meaning the stu-
dents were friends with one another, to five 

degrees of separation, meaning that to 
draw a connection between two students in 
the friendship network, one would have to 
traverse a chain five friendships long.

Parkinson then showed 42 of the stu-
dents a series of short video clips that re-
semble the way your TV would look if you 
were flipping through channels: three min-
utes of the earth from space, a few minutes 
of journalists debating, some slapstick 
comedy, a brief interlude watching a soccer 
match. Each student watched the same se-
ries of videos while their brain activity was 
recorded with functional MRI.

After the scan, Parkinson took the result-
ing MRI data and separated them based on 
where they originated in the brain. She then 
created what is known as a time series plot 
that represents how, on average, a brain re-
gion’s activity changed as each student 
viewed the video sequence. With each time 
series plot in hand, Parkinson could then 
determine whether an individual’s social re-
lations were correlated with how their brain 
responded to viewing those videos.

Parkinson discovered that, indeed, the 
closer the social tie, the more similarly the 
student’s brains responded to the videos. 
And interestingly enough, the brain regions 
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that were most similar across friends were 
those involved in attention and social cog-
nition. The take-home: friends think alike.

These results fascinate me. If our engage-
ment with social media is any indication, we 
spend an enormous amount of time think-
ing about our friends—about friends we 
have now, those we’ve had in the past, those 
we wish to have; the joys, the pains, the sus-
pense of friendships. But I wager we don’t 
often think about how that all happens, how 
beneath our veneer of consciousness, neu-
ral assemblies are churning through senso-
ry information, trying to make sense of the 
world and struggling to understand how to 
act within it. Yes, we are a social species, so 
friendships and social ties are extremely 
important—but what does that mean? And 
how does that happen at the level of those 
neural assemblies? It turns out that our 
brains appear, in a very real way, to syn-
chronize with people we befriend, an incar-
nation of social unity. Perhaps it’s not sim-
ply that you feel close to your friends, but 
rather that you are experiencing the world 
more closely.

And of course I wondered which hap-
pens first. To (conversationally) binarize 
the question, I wondered about two chick-

en/egg scenarios: One, do we become 
friends with someone because their brain 
processes information like our own? Or 
two, does the act of befriending cause our 
brains to process information more simi-
larly to our friends?

Parkinson was careful to remind me that 
because her study was cross-sectional—
meaning she took a snapshot of the stu-
dents and how their brains function—she 
can’t draw conclusions regarding cause and 
effect. In other words, she can’t say wheth-
er it was scenario one or two.

Either way, I see her results as an argu-
ment for some level of neural determinism. 
Consider the first scenario, wherein people 
with similar brains are drawn toward one 
another. This is an obvious case wherein 
your neurobiology has sculpted your social 
relationships. You may think you are choos-
ing your friends, but your brain is really just 
responding to some neurophysiologic re-
flection; you see the world similarly, and so 
become friends.

The other scenario is a bit spooky. Say 
you somehow become friends with some-
one, perhaps by sitting next to them in 
class. As you get to know one another, you 
exchange some cognitive contagion that 

alters the way both of your brains perceive 
reality. By befriending, you become some-
how not you.

It’s probably a little bit of both; nature 
births chickens and eggs simultaneously. 
And given the fact that collectively, humans 
have been befriending one another for thou-
sands of years, no neurological danger was 
revealed here. But still I wonder whether 
“falling into the wrong crowd” or “marrying 
up” has some neurological correlate. And 
what of interspecies friendships—do cat 
people and dog people’s brains process in-
formation more like their pets? And vice 
versa? (I’m imagining the urge to stick my 
head out my car window.)

Fortunately Parkinson told me she is hard 
at work conducting a longitudinal study, one 
that follows people (which is to say human 
brains) from before they meet until they 
form friendships. So hopefully she’ll give us 
an answer soon. In the meantime, choose 
your friends wisely. If you can. M
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In psychology and psychiatry, 
it really means average  
or typical, but we too easily 
think of it as a synonym for 
how everyone is supposed  
to think and feel 
By Jim Kozubek

What Is “Normal,”
Anyway?

OPINION
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I was in the modern agora of Walmart 
this winter when I started to lose it. I 
began to feel the onset of insanity, a 

sudden sense of depersonalization and an 
anticipation of impending doom. The more 
I tried to control it, alarmed at the spike in 
cortisol, the more acute the sensation was 
that I was losing consciousness and in seri-
ous danger. People continued shopping in 
the isles. One was throwing toothpaste in 
her cart. I was rapidly losing memory of ba-
sic procedural things, even who I am, of 
anything that happened even seconds ago.

This experience, commonly called a 
panic attack (if it makes you feel better to 
call it something), resolved in less than 15 
minutes, against my belief that I was los-
ing my mind, if not my life. I first noticed 
these acute events when I was about 20 
years old. It did not help that at that time I 
was drinking heavily and often kept a Zip-
loc bag of psilocybin mushrooms in my 
jeans pocket. I was starting to become 
withdrawn. For a brief time I was put on a 
number of drugs, including the heavy-duty 

antipsychotic Zyprexa. Only after taking a 
thyroid replacement drug for a couple of 
years did my sense of well-being restore. I 
have not seen a psychiatrist or taken pre-
scription or illegal drugs in two decades.

It is easy to see how such acute events 
can turn into secondary symptoms. For in-
stance, if you do not know when you might 
slip into a state of panic, or acute insanity, 
you may avoid social situations, and that 
can lead to excessive guilt, even mild de-
pression. Last year I skipped out on an in-
vitation to Tom Ashbrook’s radio talk show 
On Point, live on WBUR. For a moment I 
felt terrible, as if I had let down my pub-
lisher, Cambridge University Press. But it 
turns out my publisher and Ashbrook’s 
team did not make it into a big deal—and 
that enabled me to let it go. The positive 
social feedback loop made a difference, 
and that relates to the concept of low-ex-
pressed emotion, the value in other peo-
ple’s perception of such an event as transi-

tory, or of little alarm.
A year ago I wrote an essay for the Bos-

ton Globe titled “Fixing Genes Won’t Fix 
Us,” which was deeply critical about the 
state of psychiatric genetics. Since I have a 
master’s degree in genetics and have pub-
lished some technical papers on schizo-
phrenia and bipolar disorder, I figured I 
had at least some qualification to write 
such an essay, and it generated a lot of 
feedback. Since many people think I am 
antiscience or against biotech, I wanted to 
spend some ink to clarify my positions.

The first is that most genetic variants 
that influence psychiatric conditions only 
contribute to a weak effect, often less than 
a single percentage point on the risk of 
having such experience or condition. Many 
of these genetic variants are pleiotropic, 
meaning they have different enhancing or 
canceling effects on other genetic variants, 
or different effects in different cell types. 
Deleterious mutations can even stick 

 I have not seen a psychiatrist or taken 
prescription or illegal drugs in two decades.

Jim Kozubek is the author of Modern Prometheus: Editing the 

Human Genome with Crispr-Cas9, published by Cambridge Universi-

ty Press.
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around in the population if they contrib-
ute to balancing selection, meaning they 
add to genetic diversity. In a broad sense of 
heritability, genetics influence endophe-
notypes—underlying psychology tenden-
cies or traits—but nothing comes without 
trade-offs.

People with panic disorder are often 
more interoceptive, meaning they have an 
awareness of their heart beating (think Ed-
gar Allan Poe) or their fluids moving, or 
their thoughts creaking; in effect, they of-
ten have a heightened degree of self-con-
sciousness. In The Noonday Demon, An-
drew Solomon wrote about one theory sug-
gesting that depressive types are often 
more realistic than average.

Eminent poets and fiction writers, who 
have an acute sense of the transitory, are 
more apt to be bipolar or depressive, ac-
cording to research by Arnold Ludwig in 
the 1990s. In The Trip to Echo Spring, Oliv-
ia Laing wrote of five writers, including 
Tennessee Williams, who as a young per-
son on the streets of Paris became afraid of 
what he called “the process of thought” 
and came within “a hairsbreadth of going 
quite mad,” describing his experiences as 
“the most dreadful, the most nearly psy-

chotic, crisis that occurred in my early life.” 
The point is not to venerate disorders 
through their connection to the arts—I 
would never do that—but to suggest the pri-
mal experience of human existence is a loss 
of control rather than a default of stability.

Various studies suggest genetic muta-
tions introduce a degree of risk, make us 
more sensitive or alter concentration, with 
effects that depend on the genetic back-
ground. One gene variant can lead to a 
fourfold reduction in the product of the 
gene COMT, which builds an enzyme that 
breaks down dopamine in the prefrontal 
cortex. The variant can lead to more dopa-
mine, which can enhance concentration 
but also make you more neurotic or jittery. 
Such risk-benefit trade-offs are the reason 
I believe that autism and psychiatric disor-
ders will be with us for the next thousand 

years. And yet we often hear fundraisers 
speak of hope for a cure for autism, for ex-
ample. The progressive, neoliberal view 
that we can improve upon human nature is 
now widely accepted in the public con-
sciousness. But it is possible that such dis-
orders are nothing more than another way 
of coping with the realities of existence.

The concept of normal has a complicat-
ed history in medicine. In the 19th century 
the French physiologist Claude Bernard 
wrote of identifying statistical deviations 
from population norms to identify the caus-
es of diseases. Around the same time, Jona-
than Sholl writes in a recent essay in Aeon, 
Adolphe Quetelet applied “statistics to the 
human body to find a series of ‘types’ across 
a range of individual variations. Because ev-
ery variation could be subject to this statis-
tical tool, it seemed that averages could 

The progressive, neoliberal view that we can 
improve upon human nature is now widely 
accepted in the public consciousness.
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explain anything: hence, height, weight, 
blood pressure, heart rate, birth and death 
rates etc. could all be presented in nice, 
even bell curves.”

For instance, he invented the contro-
versial body mass index (BMI). The aver-
age became the ideal, writes Sholl. “[T]he 
individual was synonymous with error, 
while the average person represented the 
true human being.” The standards set by 
population averages are controversial. I 
have elevated levels of bilirubin, for exam-
ple, a compound that breaks down heme, a 
product of red blood cells. My bilirubin is 
statistically high enough to be potentially 
harmful to my health, but other people in 
my family also have high bilirubin and suf-
fer no undue effects.

In Le Normal et le Pathologique (1943), 
writes Sholl, French philosopher Georges 
Canguilhem “challenged the status quo of 
normality, suggesting it failed to capture 
what evolutionary biology says about varia-
tion. He sought to use the term norm to re-
fer to the different processes, from the in-
ternal regulation of hormones to shifting 
dietary regimes, to remind us that, no mat-
ter how rare or deviant an individual seems, 
he could still be viewed as normal if the be-

havior ensured survival in a given environ-
ment.” In 1978 Czech philosopher Jiří Vácha 
distinguished the meanings of normality; it 
could mean frequent (as a mode) or average 
(as a mean) in the population as represent-
ed in a typical bell curve. It could also mean 
adequate as in free from deficiency or defect 
or optimal in the sense of being physically fit 
or mentally sharp. The meaning of normal, 
Sholl writes, often “slip-slides among these 
different meanings and tropes, from the or-
thodox and standard to what is expected 
and good” and “has important consequenc-
es, especially if it is given a privileged posi-
tion in the world.”

Venture capital has a huge influence on 
scientists who want to develop drugs to 
sell to market. For instance, the Stanley 
Center for Psychiatric Research at Broad 
Institute, which was started with a 

$650-million donation from Ted Stanley 
and family, appears to be mainly geared to 
advance scientific insight and monetize 
psychiatric disorders.

But scientific research continues to pro-
vide very few actionable biological targets, 
or to identify gene variants that contribute 
more than subtle effects on risk, while so-
cioeconomic effects such as chronic arousal 
and physiological stress are major known 
factors. For instance, there is the fascinating 
insight into the allostatic, as compared to 
homeostatic, nature of human biology. As 
an example, blood pressure may shift its 
baseline based on social demands, so people 
who live in a state of poverty or have to cope 
with constant economic or social pressures 
may live in a chronic state of arousal; their 
baseline blood pressure may be higher.

The other important concept is the  

Venture capital has a huge influence on 
scientists who want to develop drugs  
to sell to market.
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inverted U, which suggests that elevation 
in stress is connected to creativity and 
peak performance, but that when stress 
becomes chronic, it can lead to a rapid col-
lapse in productivity. This suggests how 
important socioeconomic influences are 
on health, psychology and even mortality. 
The recognition of genetic trade-offs and 
allosteric effects show that human biology 
exists along a dynamic continuum and de-
fies categories inherent to the normaliza-
tion of medicine. Nothing in evolution 
comes for free.

Genetics science may contribute to sub-
tle insights in the genetics of psychiatric 
disorders, but it will certainly not lead to 
the elimination of psychiatric disorders, 
and it is not even likely to lead to a new gen-
eration of more effective drugs. If scientists 
make any advances in psychiatry, there is so 
far no reason to believe they will be any-
thing but small steps, not big breakthroughs. 
The best thing that has emerged in recent 
years is ketamine, otherwise known as the 
street drug Special K, which stabilizes struc-
tural synaptic connections rather than cor-
recting chemical imbalances.

If there are no strong singular genetic 
causes or biological targets, it is likely that 

the money spent on new drugs could be 
just as well spent for psychotherapy or oth-
er forms of social and economic support—
but there is no business model for that.

So, it is not so much that I am against 
the venture vision of engineering our way 
out of psychological turmoil and despair, 
as I am for empathy that derives its effects 
from a decentralized position in nature, 
and for the concept of neurodiversity.

Canguilhem’s interpretation of normal-
cy is compelling insofar as it provides a ba-
sis for the belief that psychiatric disorders 
are not deviations from the norm but ex-
pressions of attributes that can be normal 
in their contribution to human variation 
and persistence in the population. Autism, 
schizophrenia, depression and panic have 
been around since ancient times and will 
be around for thousands of years, if the 
subtle genetic variants that influence those 
conditions have some evolutionary use. 
People who live at the psychological mar-
gins of society challenge the privileged po-
sition of social norms and expose the real-
ity of accidental qualities of human nature. 
Insofar as this is true, psychiatric disorders 
are not deviations from humanity as much 
as definitions of it. M 
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In a new book, an  
argument for giving  
children more of a  
sense of control  
over their lives 
By Gareth Cook

The Case  
for the  
Self-Driven  
Child

OPINION
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We are raising the anxious gener-
ation, and the conversation 
about the causes, and the po-

tential cures, has just begun. In The 
Self-Driven Child, authors William Stixrud 
and Ned Johnson focus on the ways that 
children today are being denied a sense of 
controlling their own lives—doing what 
they find meaningful, and succeeding or 
failing on their own. Screen time, the au-
thors say, is part of the problem, but so are 
well-meaning parents and schools, who are 
unwittingly taking from children the op-
portunities they need to grow stronger, 
more confident and more themselves. Stix-
rud and Johnson answered questions from 
Mind Matters editor Gareth Cook.

What makes you think that children do 
not have enough control over their lives?
Stixrud: We know that a low sense of con-
trol is highly associated with anxiety, de-
pression and virtually all mental health 
problems. Researchers have found that a 
low sense of control is one of the most 

stressful things that people can 
experience. And since the 
1960s we’ve seen a marked 
rise in stress-related mental 
health problems in children 
and adolescents, including 
anxiety, depression and self-
harm. Just in the last six or 
seven years, there has been 
an unprecedented spike in 
the incidence of anxiety 
and depression in young people. 

From a neurological perspective, when 
we experience a healthy sense of control, 
our prefrontal cortex (the executive func-
tioning part of our brain) regulates the 
amygdala (a part of the brain’s threat de-
tection system that initiates the fight or 
flight response). When the prefrontal cor-
tex is in charge, we are in our right minds. 
We feel in control and not anxious. So, the 
fact that kids are feeling more anxiety, by 
definition, suggests that their amygdalas 
are more active, which indicates that they 
are more likely to feel overwhelmed, stuck 
or helpless. 

Research on motivation has suggested 
that a strong sense of autonomy is the key 
to developing the healthy self-motivation 

that allows children and 
teens to pursue their goals 
with passion and to enjoy 
their achievements. But 

what we see in many of the 
kids we test or tutor is moti-
vational patterns that are at 
the extremes of one, an obses-

sive drive to succeed and two, 
seeing little point in working 
hard. Many of these clients say 
that they feel overwhelmed by 

the demands placed on them, that they feel 
tired all the time, and that they don’t have 
enough downtime in their lives (related, in 
part, to the increasing presence of technol-
ogy). Many talk about the expectations that 
they feel they have to live up to, and many 
complain about the fact that they have lit-
tle say over their own lives.

 
Is this a new problem?
Stixrud: It’s one that has progressed over 
several decades. When psychologist Jean 
Twenge compared college students from 
the 1960s to college students in 2002, the 
latter reported a dramatically lower sense 
of control over their lives. Changes in our 
culture in the last 10 or 15 years appear to 

Gareth Cook is a Pulitzer Prize–winning journalist in Boston. 

He edits Mind Matters, an online commentary blog at www.

ScientificAmerican.com/mind-matters
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And studies have found that at least 10 
percent of boys have an addictive relationship 
to video games.

have contributed to an even sharper de-
cline in a sense of control. For one, kids 
play much less than they did even a de-
cade ago, as their time is taken up by more 
school hours, more scheduled activities 
and more screen time than ever before. 
Researcher Peter Gray was one of the first 
to connect fewer opportunities to play to a 
decline in a sense of control. When kids 
could spend most of their Saturday play-
ing, they could choose their own games 
and how to play them. They had a lot more 
autonomy and a lot more agency than kids 
do today. A typical Saturday now is often 
packed with homework and organized 
sports events. 

Also, for a whole host of reasons, rang-
ing from technology to packed schedules to 
anxiety, kids today sleep much less than 
they did even a few years ago. Fifty percent 
of teenagers 15 years and older now sleep 
less than seven hours a night, whereas ado-
lescents on average require 9 ¼ hours of 
sleep not to feel tired. When we don’t get 
enough sleep, the connections between our 
prefrontal cortex and our amygdala are 
weakened, resulting in lower ability of the 
former to regulate the latter. When chil-
dren are tired, they invariably experience a 

lowered sense of control, as they are more 
easily stressed, have reduced coping skills 
and are more apt to experience frustration 
and discouragement.

Then there’s technology, which obvious-
ly has grown ubiquitous. More kids are reli-
ant on social media, and there may be 
nothing more externalizing or control-low-
ering than posting a photo of yourself on 
the Internet and waiting for people to 
judge you. A recent article by Twenge actu-
ally suggested that the smartphone and so-
cial media have likely contributed enor-
mously to the dramatic increase in mental 
health problems seen in adolescents since 
2012. And studies have found that at least 
10 percent of boys have an addictive rela-
tionship to video games. Kids who are ad-
dicted to things often tell themselves, “I 
know I shouldn’t be doing this but I can’t 

stop,” which is a pretty clear indicator that 
they lack a sense of control. 

We agree with Twenge that this problem 
has been increasing since the 1960s be-
cause our culture has increasingly valued 
extrinsic and self-centered goals such as 
money, status and physical attractiveness, 
and devalued community, affiliation and 
the pursuit of meaning in life. Also, with 
technology driving an increasingly fast 
pace of life, it will only get worse unless we 
recognize how important having a sense of 
control is and make some changes.

How do attempts at controlling a child 
backfire? 
Johnson: In addition to the physical and 
emotional consequences (more stress, 
anxiety and depression), trying to control 
a child has really negative effects on moti-
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Evaluate what you gain when you try to 
control a child.

vation. According to one of the best sup-
ported theories in psychology, self-deter-
mination theory, humans have three basic 
needs: a sense of autonomy, a sense of 
competence and a sense of relatedness. 
Autonomy is built into our wiring, so to 
speak, in the same way as hunger or 
thirst. When we lack this basic need, we 
experience decreased motivation, or the 
motivation we do have becomes fear-
based. (“I’d better do this, or else!”) Both 
are terribly unhealthy. You can’t become a 
self-driven person if you don’t have a 
sense that your life is your own. We think 
the phenomenon of failure to launch—the 
preponderance of people in their 20s and 
30s living at home—is in part attributable 
to the idea that young adults don’t have 
the same drive for independence they 
used to have. They want to sit at home 
and play on their phones. They don’t want 
to drive as much, date as much, have sex 
as much. They are accustomed to some-
one else being in charge of their life, and 
their internal motivation system is sty-
mied.

There’s another way to look at it, too. 
Evaluate what you gain when you try to 
control a child. Let’s say you think your 

son—who struggles in math—should see a 
tutor all summer, and he disagrees. But 
you insist. It’s possible that tutoring 
would help some, but the truth is that 
kids benefit very little from academic help 
they resist and don’t feel they want or 
need. Even if it does help him, it comes at 
a great cost. It causes strain in your rela-
tionship with him. His competency might 
be improved, but his relatedness (his rela-
tionship with you) and his autonomy are 
lowered.  Think of a three-legged stool 
where you make one leg longer and the 
other two shorter.  You cannot reach high-
er on that stool.  The most likely outcome 
is that it will tip over.  And, you have sig-
naled to him that you know better than he 
does, that his opinion doesn’t matter. He 
also misses out on seeing what it’s like to 
make decisions for himself. Kids need ex-
perience checking in with themselves and 
their decisions, and they can’t do that if 
you’re making each one.

Can you please explain the idea of home 
as a “safe base”? 
Johnson: Just as in baseball, when you 
reach home base, you’re in a place where 
you can catch your breath and not have to  
worry about being pegged with the ball or 
being called out, home should be a place 
for kids to rest and recover. They are fac-
ing stressors each day, from school de-
mands to social dynamics. You want home 
to be the place they can go to seek a re-
spite from it all, where they feel safe and 
loved unconditionally, where they can ful-
ly relax, so that they can gather the energy 
to go back out. But if home is a stressful 
environment—if parents are an anxious or 
controlling presence—kids will seek that 
respite somewhere—or somehow—else. 
And most of the time, it’s a place you 
don’t want them to go. Or, if nowhere can 
be that safe base, they are really in trou-
ble, as being chronically stressed is about 
the worst thing imaginable for brains, es-
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pecially developing ones. That’s why we 
tell parents that one of the most import-
ant things they can say to their kids is, “I 
love you too much to fight with you about 
your homework,” and why we want them 
to move in the direction of being a 
nonanxious presence for their kids.

What else can we do to give children more 
of a sense of self-control? 
Johnson: We can give kids opportunities 
to learn to handle as much as they can 
without being overwhelmed. Children 
thrive and grow when they feel challenged 
but not threatened. Personal pastimes (es-
pecially when kids can turn up or down 
the pace or intensity themselves) are great 
for this. Think of how video games work: 
the better you can play and the further 
you advance, the harder the game gets. 
You don’t actually die; you just have to try 
again. It’s fantastic! Games can be incredi-
bly frustrating but almost no one wants a 
“cheat code” to get ahead. It just doesn’t 
offer the same satisfaction. In life, kids 
want to feel that their successes were 
earned. Give your kid every opportunity to 
stretch himself through music, sports, 
coding, after-school jobs, hiking, martial 

arts, whatever inspires his passion. That 
sense of mastery and autonomy in an ac-
tivity he loves can cascade into other fac-
ets of his life. 

You can nurture habits and a lifestyle 
that support healthy minds. Above all, 
promote rest. Encourage sleep, meditation 
if they’re interested and downtime. Many 
of the students I see complain that the 
moment they have a free hour, their par-
ent rushes in to fill it. Rest is not laziness. 
It is the basis of all activity. Foster what 
we call radical digital downtime. No 
phones. No screens. Those times of mind 
wandering (some call it boredom) activate 
neural circuits in the default mode net-
work, a system that involves reflecting on 
the past and projecting into the future, 
processing life. Radical downtime increas-
es the control that the prefrontal cortex 
exerts over the amygdala, keeping you in 
your “right mind.”

Lastly, make it your highest priority to 
simply enjoy your kids. As they are. Right 
now. Flaws and all. For the development of 
babies, one of the most important inputs 
is parents who are warm and responsive. 
When do you think kids outgrow that 
need? We think, never. M
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