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INTRODUCTION 

The aim of this book is to provide a comprehensive introduction to the theory of 
distributions through solved problems. It was originally written for undergraduate 
students in Mathematics but it can be used by a wider audience, engineers, physicists 
and also by more advanced students. 

The first six chapters deal with the classical theory with special emphasis on the 
concrete aspect. The reader will find many examples of distribu~ions and learn how to 
work with them. 

The last chapter, written for more advanced readers, is a very short introduction to 
a very wide and important field in analysis which can be considered as the most 
natural application of distributions, namely the theory of partial differential equa­
tions. The reader will find exercises on the classical differential operators (Laplace, 
heat, wave a, elliptic operators), on fundamental solutions, on hypoellipticity, 
analytic hypoellipticity, on Sobolev spaces, local solvability, on the Cauchy problem 
etc. At the beginning of each chapter the theoretical material used in it is briefly 
recalled. Moreover, the more difficult problems are indicated by one (or more) 
star(s). 

At the end of the book the interested reader will find an index of words, an index of 
notations and a short bibliography where he will be able to find material for further 
study. 
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CHAPTER 1 

Preliminaries 

PROGRAMME 

Spaces whose topology is defined by a collection of semi-norms 

Space C' (fi) (0 :-:::: k :-:::: + 00) of k-times differentiable functions on an open subset fi 
of n" 

Space !7(fi) (or C:;'(fi» of C X functions with compact support in fi. 

The Leibniz formula 

The Taylor formula with integral remainder. 

CHAPTER 1 

Preliminaries 

PROGRAMME 

Spaces whose topology is defined by a collection of semi-norms 

Space C' (fi) (0 :-:::: k :-:::: + 00) of k-times differentiable functions on an open subset fi 
of n" 

Space !7(fi) (or C:;'(fi» of C X functions with compact support in fi. 

The Leibniz formula 

The Taylor formula with integral remainder. 





CHAPTER 1. BASICS 

BASICS CHAPTER 1 

a) Notations 
A multi-index ex E Nn can be written ex = (ex" ... , exn), ex) E N. We shall denote 

lexl = ex, + ... + ex,,; ex! = be,! ... ex,,!; ex - P = (ex, - P" ... , ex" - Pn); 

(
ex) ex! 
p = P!(ex - P)! 

If ex and P are two multi-indices in N" we write ex ~ P if ex; ~ P; i = I, ... , n. For x E IR" 
and ex E N" we set x' = x~' ... x~". Moreover we shall set 

0' = 0" '" 0·" where 0 = ~ 
I" fax} 

The expression P = L a,(x)o' will be called a differential operator of order mEN 
i(J:(:s;m 

and the functions a.(x) the coefficients of the operator. 
The support of a function f, denoted by supp f, will be the closure of the set 
{x:f(x) "# O} 

b) Spaces whose topology is defined by a collection of semi-norms. 
Let E be a vector space on a field K (IR or C). A semi-norm on E is a map p from E to 
IR+ = {x E IR, x ;::: O} such that 

i) pO.x) = 1).lp(x) 'V x E E 'V A. E K 

ii) p(x + y) ~ p(x) + p(y) 'V x E E 'V Y E E 

We say that p is a norm if moreover p(x) = 0 implies x = O. 
Let I be a subset of IR and (P) .. r a collection of semi-norms on E. For every Xo E E, 

E > 0 and for all finite subset F of / we set 

V(x o, e, F) = {x E E, p;(x - xo) < E,; E F} 

The collection V(xo, E, F), when E > 0 and F ranges over the finite subset of /, 
defines a filter of neighborhoods of Xo and thus generates a topology on E 
which is compatible with the linear structure on E (which means that the maps 
(x, y) 1-+ x + y from Ex E to E and (A., X) 1-+ Ax from K x E to E are continuous). 
We say then that E is a locally convex topological vector space (I.c.t.v.s). Let us 
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CHAPTER 1. BASICS 

assume that I is countable (we may take I = FIJ) then the topology defined by the 
collection (Pi)i€N is metrizable. Indeed if for x and y in E we set 

d(x, y) = f ~ . Pi(X - ~) 
izO 2 I + Pi(X y) 

one can show that d is a distance on E and that the topology defined by d is equivalent 
to the one defined by the collection (Pi)'€N' 

Let (E, (Pi)i€/)' (F, (q)}€J) be two I.c.t.v.s. Let Tbe a linear map from Eto F. Then Tis 
continuous if and only if: 
For every semi-norm q) there exists a positive constant C and a semi-norm Pi such 
that: 

for every x E E. 

The reader interested in these questions may consult reference [4). 

c) The spaces C (0) 
Let 0 be an open subset of IR" and k E FIJ (or k = + 00). We denote by C (0) the space 
of functions defined in 0 \Vith values in C which are k times (or infinitely) 
differentiable. It is equipped with the semi-norms 

PK(u) = L sup JO"u(x)1 where K is a compact subset of 0 (if k E FIJ) 
lo:xl:s;k :reK 

PK./U) = L sup lo·u(x)1 where K is a compact subset of 0 and j E FIJ 
la:15j :reK 

(if k = + 00) 

They give the topology of uniform convergence, on every compact, of the derivatives 
of order less or equal to k (if k E i'~) al'(1 of 1!l derivatives (if k = + 00). 

These topologies are metrizable and rilen the spaces Ck(O) are complete for 
o :0; k :0; 00. 

d) The space ~(O) or C~ (0) 
It is the space of all Coo functions on 0 with compact support. To define the topology 
of ~(O) one has to introduce the notion of inductive limit topology. The reader may 
consult [4). For the sequel it will be sufficient to know how the sequences converge. 
One has the following result. 
A sequence (VI)}€N of elements of ~(O) converges to zero in ~(O) if and only if: 
i) There exists a compact subset K of 0 such that for every j E N, supp VI} c K. 
ii) For every IX E N" the sequ.:nce (O·VI)}€N converges uniformly in K to zero. 
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CHAPTER 1. BASICS 

If a is a Coco function on Q the maps rp 1-+ arp and rp 1-+ ~~. are continuous from ~(Q) 
} 

to itself. 

If Kis a fixed compact subset ofQwe shall denote by ~K(Q) the space of all uin ~(Q) 
such that supp u c K. 

e) The Leibniz fonnala 
Let u and v be two functions in Ck(Q). Then for all oc E N· such that loci s k one has 

f) The Taylor fonnala with integral remainder 
Let XoE R" and rp be a Coo function in a neighborhood of Xo. Then for every N E Nand 
all x in a neighborhood of Xo we have 

I 
rp(x) = L ,(x - xo)" . (o"rp)(xo) + 

I"I"N oc. 

11 N + I . 
+ (I - t)N L --I - (x - xo)"(o"rp)(tx + (I - t)xo)dt 

o I"I=N+I oc. 

g) The polar coordinates in RO, 
They are defined for x = (Xl' ... , X.) E R· and (r, 81, ••• , 8.) E 

)0, <Xl[ X )0, n[ x ... x )0, n[ x )0, 2n[, by the formulas 

x._ 1 = r sin 8\ sin 82 ••• sin 8.-2 cos 8._ 1 

x. = r sin 8\ sin 82 ••• sin 8._ 1 

Then we have dx = r·-I(sin 8\)"-2(sin 82)"-3 ... sin 8.- 2 drd8\ ... d8._ I. We shall 

write shortly x = r· w, w = (w\, ... , w.), and one can see that Iwl = I, which means 
that w belongs to the unit sphere S·-I. Then dx = r,-I drdw where dw is the measure 
on s·- I. Iff EL I (Rj one can write 

r f(x)dx= ['XlI f(r·w)r·-Idrdw JR" Jo S'.' 
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CHAPTER 1. STATEMENTS. EXERCISES 1-4 

STATEMENTS OF EXERCISES* CHAPTER 1 

Exercise 1: Borel's theorem 
Our purpose is to prove that given a sequence (a)jEN of complex humbers there 

exists a function / E Coo(lJi!) such that [ !j / ] (0) = aj, j = 0, I, 2, ... 

a) Let 'II E !liJ(] - 2, 2[) such that'll = I for Ixl :$; I. 
Prove that we can find a sequence (A..)'EN of real numbers such that if we set 

a 
(I) f.(x) = i x·tp(A..x) 

n. 

then 

00 

b) Prove that the series L J.(x) defines a function/(x) which is Coo and solves our 

original problem. 

Exercise 2 
Let Q be an open set. of 1Ji!., k and m be two positive integers such that k ?; m and 
P(x, 0) = L a.(x)o· be a differential operator of order m whose coefficients are in 

Ck-m(Q). 
11J:!~m 

Prove that P is continuous from Ck(Q) in Ck-m(Q). 

Exercise 3 
Prove that there is no function {} in C~(IR) (the space of continuous functions with 
compact support) (resp. in L' (1Ji!» such that {} • / = / for all / in C~(IJi!) (resp. in 
v (1Ji!». I 

(Hint: Use the equality /(0) = J /(x){)( - x) dx). 

Exercise 4 
Let 'II E !liJ(IJi!) and M > 0 such that supp II' C {x E 1Ji!: Ixl :$; M}. If n E N we set 

",(x) = x j~O J. ! --b {tp(X) - ± ~ tpfJ1(0)} for x i' 0 

·Solutions pp 18 to 24 

16 

__ 1- tp(.+Il(O) for X"" 0 
(n + I)! 
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CHAPTER 1. STATEMENTS. EXERCISES 5-8 

Prove that '" is continuous on R and that we can find C > 0 such that 

(I) sup I 'If(x)1 ~ C sup Itp,n.I)(x)1 

Exercise 5 
Let tp E ~(Rn), h E Rn\{O}. For t in R\{O} we set 

tp,(x) = tp(x + t~) - tp(x) 

a) Show that tp, E ~(Rn) for t # O. 
b) Prove that when t tends to zero, tp, converges in ~(Rn) to a function. Compute this 
function. 

Exercise 6: The Poincare inequality 
a) Let tp E ~(Rn). Prove that for i = I, 2, ... , n we have 

(I) L Itp(x)12 dx = -2 Re (L xitp(x) !~y) dX) 

b) Let n be a bounded set in R·. Show, using a), that we can find C > 0 such that 

(2) Sa Itp(xW dx =:; C itl So I !;i (x) 12 dx 

for all tp in ~(n) 

Exercise 7 
Let n be an open set in R', E be a subspace of ~'(n) and kEN. Show that the 
following claims are equivalent: 

a) U E ~'(n) and o·tpu E E I(XI =:; k, for alltp in ~(n). 
b) U E ~'(n) and 'lfOPU E E IPI =:; k, for all 'If in ~(n). 

(Hint: For a) => b) use an induction on k and the Leibniz Formula). 

Exercise 8 
Give a sequence (tp.)nel of elements in ~(R) such that 

a) For each x E R, the set {n E Z: tp.(x) ;t. O} is finite. 
>: 

b) L tp.(x) = I 'V x E R 
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CHAPTER 1. SOLUTION 1 

, 
SOLUTIONS OF THE EXERCISES CHAPTER 1 

Solution 1 

We shall set g(k) = (:XY g, and we shall use the Leibniz formula 

(3) (u 0 V)(k) = i (k) u(p) 0 V(k-p) 
p-o p 

a) If 0 :S k :S n - I we have, using (3): 

Since supp rp c ]-2,2[, rplk-p)().n x) == 0 for Ixl > I~nl' then 

la I k n' (2 )n-p 

sup If" (k)(x)1 :S -1!.. L c; __ 0 - - I).nlk- P sup Irp(k-P)(y)1 
R n! p-o (n - p)! I).nl .rEI-2021 

Let us set 
n-I 

jsO ,~J-2.2[ 

We get 

.. k n-p 

If. (k)( )1 < I I Mn ~ Ck 2 '1 ( 
sup n X = an I). In-k L... P (----=--)' • 

R n psO n po 

Since 0 :S k :S n - I we have the following estimates: 

c; ~ k! :S (n - I)!, 

thus 

If we take 

we get 
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CHAPTER 1. SOLUTION 2 

'" b) By question a) the series L J.(x) is uniformly convergent and therefore defines a 
o 
00 

continuous function J(x) = L I.(x). 
o 

N 00 • 

Moreover if k e)f the series L 1.(*1 is uniformly convergent since 
o \ 

00 k 00 

t l.(kl(X) = L J.(kl(X) + L l.(kl(X) 
o n=EO n=k+ I 

and in the second sum in the right hand side we have k ~ n - I hence 

II.(kl (x) 1 ~ 2-· 
00 

This proves thatJe Ck and thatJ(kl(x) = L J.(kl(X) for all keN, thereforeJe Coo. 
o 

On the other hand 
k k 

J(k)(X) = L ~ (xnrp(A.nx»(k) + L L ~ C;(X·)IP) A.!-prp(k-p)(A.nx) 
n""O n. n",k+ I p=O 

The second sum in the right hand side vanishes at x = 0 because each of its terms 
contains x as a factor since n ~ k + 1 and p ~ k. 
Then we have 

(kl (d )k[ 1 ak-I k-I 1 )] J (x) = d" aorp(Jtox) + ... + (k _ I)! x rp("k_I X 

+ (~)k [ak~k rp(A.kX)] + R(x) where R(O) = 0 
dx k. 

The first term in the right hand side vanishes at x = 0 because we have rp(j)(O) = 0 for 
all j ~ 1 since rp = 1 for Ixl ::; I. The second term is equal to 

k 

L C; t, (Xk)IP)A.tPrp(k' p)(..1.kx) 
p=o . 

If k - fJ > 0 then rplk -P)(O) = O. The only non vanishing term corresponds to p = k 

and ct ~ (Xk)lk) = ~ . k! = ak' Therefore J(k)(O) = ak' 

Solution Z 
The application u H Pu being linear, it is sufficient to prove that for every compact 
Ken we can find a compact K' in Q and a constant C > 0 such that 

(I) L sup l(aP Pu)(x) 1 ~ C L sup 1 (O'u)(x) 1 
IPI"k -m .,eK 11'1 "k l.eK' 

19 

CHAPTER 1. SOLUTION 2 

'" b) By question a) the series L J.(x) is uniformly convergent and therefore defines a 
o 
00 

continuous function J(x) = L I.(x). 
o 

N 00 • 

Moreover if k e)f the series L 1.(*1 is uniformly convergent since 
o \ 

00 k 00 

t l.(kl(X) = L J.(kl(X) + L l.(kl(X) 
o n=EO n=k+ I 

and in the second sum in the right hand side we have k ~ n - I hence 

II.(kl (x) 1 ~ 2-· 
00 

This proves thatJe Ck and thatJ(kl(x) = L J.(kl(X) for all keN, thereforeJe Coo. 
o 

On the other hand 
k k 

J(k)(X) = L ~ (xnrp(A.nx»(k) + L L ~ C;(X·)IP) A.!-prp(k-p)(A.nx) 
n""O n. n",k+ I p=O 

The second sum in the right hand side vanishes at x = 0 because each of its terms 
contains x as a factor since n ~ k + 1 and p ~ k. 
Then we have 

(kl (d )k[ 1 ak-I k-I 1 )] J (x) = d" aorp(Jtox) + ... + (k _ I)! x rp("k_I X 

+ (~)k [ak~k rp(A.kX)] + R(x) where R(O) = 0 
dx k. 

The first term in the right hand side vanishes at x = 0 because we have rp(j)(O) = 0 for 
all j ~ 1 since rp = 1 for Ixl ::; I. The second term is equal to 

k 

L C; t, (Xk)IP)A.tPrp(k' p)(..1.kx) 
p=o . 

If k - fJ > 0 then rplk -P)(O) = O. The only non vanishing term corresponds to p = k 

and ct ~ (Xk)lk) = ~ . k! = ak' Therefore J(k)(O) = ak' 

Solution Z 
The application u H Pu being linear, it is sufficient to prove that for every compact 
Ken we can find a compact K' in Q and a constant C > 0 such that 

(I) L sup l(aP Pu)(x) 1 ~ C L sup 1 (O'u)(x) 1 
IPI"k -m .,eK 11'1 "k l.eK' 

19 



CHAPTER 1. SOLUTION 3 

Now by the Leibniz formula 

aPpu = L L C:'ap'a.ap-P,a·u 
1«lsm /llsll. 

So 

since IPI I ~ IPI ~ k - m and a. E Ck-m(!l) we have sup sup laP'a.1 = Cx and 
IIZIS", K 

IP,I,,;k-m 

L sup laP Pul ;£ Cx L L L sup IO"+P-P'ul ;£ C~ L sup la'ul 
IPI,,;k-m X IPI,;k-m 1.I,,;m p,,,;p X Irl,,;k X 

since IIX + P - Pd = IIXI + IPI - IPd ;£ m + k - m = k. Indeed we have bounded 
some derivatives of order ~ k, repeated a finite number of times, by a constant which 
is multiplied by the sum of all derivatives of order ~k.) 

Solution 3 
Indeed we must have for all f 

f(t) = f f(x)o(t - x)dx so 

(I) f(O) = ff(X)O(-X)dX 

Let us consider the sequence (II'n) defined by 

! 
II'n(x) = n2 x + n 

II'n(x) = -n2 x + n 

II'n(x) = 0 

I 
-- < x < 0 n- -

I 
O~X~­

n 

1 
Ixi >­

n 

Then II'n E C~(IR) and J~~ln II'n(x)dx = I. By (I) we have 

f
\ln 

n = II'n(O) = II'n(x)o( - x) dx 
-1/n 

so 
f

lln flln 
II'n(x)o( - x) dx = n II'n(x) dx 

-I/n -I/n 

therefore 

(2) flln II'n(x)[n - o(-x)]dx = 0 
-lIn 

20 
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CHAPTER 1. SOLUTION 4 

If t5 was in C~(lR) we should have a constant C > 0 such that 

sup 1t5(x)1 ~ C 
.uR 

For n large enough we should have 

n - t5(x) > 0, 

and 

f/ln(x)(n - t5( - x)) > 0, 
1 Ixl <­
n 

which is in contradiction with (2). 

Let us prove that t5 ¢ V (IR). We consider the sequence (!p.) defined by 

f/ln(x) = 

I 

I
n Ixl:o:;; Ii 

1 o Ixl >­
n 

n = f/ln(O) = JI/~In f/ln(x)t5( - x) dx = n J~~I. t5( - x) dx so 

(3) r~ln t5(x)dx = I 

Now if t5 E L' (IR) we should have, by the Lebesgue theorem: 

(4) lim fl!n t5(x) dx = 0 
n ...... :x:: -I/n 

Indeed IJ_Iln.llnjt5(x) ;; 0 and i1 J-11n.lln[t5(x)1 :0:;; lo(x)1 E V (IR). 

It follows from (3) and (4) that 0 ¢ U(IR). 

Remark: 
Actually we can prove that t5 cannot belong to any well known space (such as U ... ). 
This fact is clarified by the distribution theory. 

Solution 4 
The Taylor fonnula, (with integral remainder) applied to the Coo function f/I, up to the 
order n + I, gives 

n xi x n+ 1 II 
f/I(X) - L '1 f/I(j)(O) = -, (I - t)"f/I(n+l)(tx)dt 

i-O J. n. 0 
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CHAPTER 1. SOLUnON 5 

Therefore for x '" 0, 

I II (2) 'I'(x) =, (1 - 1)"tp(·+II(IX)dl 
n. 0 

On the other hand we obviously have 

lim ",(x) = ~ rl 

(1 - I)" lim 91("+ I)(IX) dt = _1 __ 91("+ 1)(0) ._0 n! Jo ._0 (n + I)! 

The function", is therefore continuous on IR (since it is obviously continuous for 
x '" 0). Now (2) implies that, for every x '" 0, we have 

(3) 1 ",(x)1 ~ __ I _ sup IqJ("+I)(x)1 ~ __ 1_ sup IqJ("+I)(x)1 = A 
(n + I)! I'I"M (n + I)! I,I"M 

.,<0 

Since ",(0) = (n ~ I)! 91("+1)(0), 1",(0)1 is also bounded by A which, together with (3), 

gives the inequality (1). 

Solution 5 
a) 91 having a compact support there exists M > 0 such that 91 == 0 if Ixl ::?: M. If 
Ixl ::?: M + Ilhl then Ixl ::?: M thus 91 = 0 and Ix + Ihl ~ Ixl - Ilhl ~ M thus 
tp(x' + Ih) = O. This implies that the support of 91, is contained in the ball 
B(O, M + Ithl). 
b) First we have to prove that, for small I, the supports of all 91, are contained in a 
same compact K. For this purpose we just have to remark using a), that for Ills 1, 

supp 91, c B(O, M + llhl) c B(O, M + Ihl). 
Let IX be a multi-index. We have 

I 
o"qJ,(x) = - [o"qJ(x + th) - o"qJ(x)] 

t 

By the Taylor formula at the order two applied to the function 0"91, we have 

" 0 
(o"qJ)(x + Ih) - (o"tp)(x) = t L hi a (o"qJ)(X) + 

i=l Xi 

" r ( 0
2 

) + 12 iJI Jo (I - u)hih) ox/ox) (o"qJ)(z)du 

where z = x + ulh. Therefore 

I (o"tp,)(x) - ± hi ~O (O"qJ)(x) I s CIII . IW L sup laPqJ(y)1 
i~ I uXi IPI "1"1+ 1 YEX 
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CHAPTER 1; SOLUnON 8 

therefore when t -+ 0, o·'P, converges uniformly on K to the function 

t hl(",O )(O.'P)(X). This proves that 'PI converges in ~(O) to the function x ..... 
I_I uXI 

• 0'P L hi" (x). 
;_1 uX; 

Solution 6 
a) Function 'P !laving a compact support, we can use the Fubini theorem and write 

r XiQl(x) ~ij dx = r r (r xi'P(x) ~ij dXi) dXI ... dXi_1 dXH I ... dx. 
JR" vXj JR JR JA uX; 

In the integral with respect to Xi (the other variables are considered as parameters) let 
us make an integration by parts. We get 

r xi'P(x) ~ij (X)dXi = [Xi'P(X)ij(x))~: - r ",0 (xi'P(x»· ij(x)dxi JR UXj JR uX; 

Since 'P has a compact support, 'P( + cr) = o. So we get 

xl'P(x) "' 'P (x) dxi = i 0-
A uX; 

- r 1'P(x)j2 dXi - r Xi ~91 (x)ij(X)dXi JR JR uXI 

Thus 

- 2 Re r XiQl(x) iJiJij. (x) dXi = r 1'P(xW dXi JR Xi JR 
To get (I) we just have to integrate with respect to the other variables. 
b) Using (I) and the Cauchy-Schwarz inequality we get 

tl'P(XW dx ~ 21t Xiq.>(X) !:i (X)dxl :0; 2(t IXi'P(x)1 2 dx )112 (tl !:ir dx )1/2 

Since 0 is bounded we can find a constant Ct > 0 such that sup IXil :0; Ct. Hence 
xell 

(3) t 1q.>(xW dx :0; 2 C t (t 19I(x)j2 dX}'2 (t I !;I (x) r dx }'2 

If JIl19l(x)12 dx = 0 the inequality (2) is obvious. Otherwise we just have to divide both 
sides of (3) by (JIl19l(x)IZ dx)I/2 to get (2). 
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CHAPTER 1. SOLUTION 8 

Solution 7 
b) => a): 

o·rpu = L C~ oPrpoa-Pu 
p". 

since oPrp E !»(Q) and IIX - PI $ IIXI :$; k, using b) we get (oPrp) . (o·-pu) E E for every 
P :$; IX, which implies that o·(rpu) E E for all IX, IIXI :$; k. 
a) => b) We make an induction on k. The statement is obvious for k = 0 and for k = I 
it is a consequence of 

au a (0'1') '1'- = -('I' . u) - - u 
ax, ax, ax, 

Let us suppose that a) => b) up to the order k - I and that a) is true for k; in 
particular a) is true for k - I and by the induction b) is true for k - I. We have to 
prove that 'l'aPu E E for all p, IPI = k and all 'I' E !»(Q). By the Leibniz formula 

'l'oPU = aPe '1'. u) - L qw'l')· aP-'u 
O<YSP 

Using a) at the order k we get oP'I'U E E. On the other side in the above sum Iyl '" 0 so 
IP - yl :$; k - I; since (0''1') E !»(Q) we get (o''I')op-,u E E by the induction 
hypothesis. So 'l'oPU E E, IPI = k. q.e.d. 

Solution 8 

Let 0 E ~(]O, 2(), 0 ;;; 0, 0 = I if t :$; Ixl:$; ~. For n E N let us set 

{ 
* r.O(x) = O(x + n) 

* 'I'(x) = L r.O(x) 
•• z 

Then 'I'(x) ~ I and the sum defining 'I' is locally finite so 'I' E C"'(IR). 

Therefore rp(x) = :~~ is a cae function with compact support. Moreover 

(x) = r (x) = 7:.0(x) = r.O(x) 
rp. .rp r.'I'(x) 'I'(x) 

since 7:.'1' = '1'. So we get 
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L7:.0(x) 
L rp.(x) = 'I'(x) 

•• z 

= 'I'(x) = I 
'I'(x) 
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CHAPTER 2. BASICS 

BASICS CHAPTER 2 

a) Distributions on an open set in R" 
A linear map T from ~(O) to C is called a distribution if for every sequence (lp}jEN in 
~«(l) converging to zero in ~(O), the sequence T(lpj) (which will be denoted by 
< T, Ip) converges to zero in C or if: 

For every compact K contained in 0 we can find C > 0 and kEN such that 
I 

(I) I(T. 11')1 ~ C L sup lo"rp(x)1 
1~I~k .\EK 

for every II' E ~(O) such that supp II' C K. 
See exercise 9 for the equivalence of these two definitions. 

The distribution is said to be of order ko if the inequality (I) is satisfied with a ko 

which is independant of the compact K. The space of distributions of order::; ko is 
denoted by ~'('·)(O). It is the dual of the space of functions which are C', and have 
compact support. The support of a distribution T (denoted by supp T) is the closure 
of the set of x in 0 such that: 

For every neighborhood V of x, we can find II' E ~(V) such that <T, Ip) " O. 
The singular support of the distribution T, denoted by sing supp T, is the 
complementary of the set of x in 0 in the neighborhood of which T is a Coo function. 

Remark 

It is not sufficient, as one might believe, to take, in the right hand side of the inequality 
(I), the supremum on :he support of T. See exercise 10. 

b) Distributions with compact support: 
We shall denote by 8'(0) the space of distributions with compact support. One can 
prove that 8'(0) is the dual of the space C'''(O) (whose topology is described in 
chapter I b». 
If TE 8'(0) and II' E C'''(O) we shall denote <T, 11') instead of T(Ip). 

Let us give a characterisation of the space 8'(0). A distribution T is in 8'(0) if and 
only if we can find C > 0, an integer m ~ 0 and compact Kin 0 such that for every 
II' E C(O) 

I<T, 11')1 ~ C L sup lo"rp(x)1 
IrxlSm xeK 

Exercise 10 shows that this compact is not, in general, the support of T. 
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CHAPTER 2. BASICS 

c) Image of a distribution by a linear map 
Let A be a linear bijective map from 0 1 to O2 (open sets in IRn). Let Tbe in !'}'(Oz); we 
define the image of T by the map A, which is a distribution on 0 1 denoted by To A, 
by the formula 

(2) (To A, rp> = Ide!AI (T, rp 0 A-I> 

When T is a locally integrable function, this definition agrees with the usual one 
which is 

(T 0 A)(x) = T(Ax) 

d) Product of a distribution by a Coo function 
If T E !'}'(!l) and a E C.,(O) we define the distribution aT by 

(aT, rp) = (T, arp> 

for all rp in !,}(!l). 

The map T I-> aT is continuous from !'}'(!l) to !'}'(O). 

e) Division by x in !'}'(e). 

Let a be a Coo function which does not vanish in !l. Let S be in !'}'(O). The unique 

solution of the equation aT = Sis T = ~ S which makes sense since ~ E COO(!l). It is 
a a 

not the case if a vanishes. 
In the particular case where !l = IR and a(x) = x we have the following result: 
Let S be in !'}'(IR). The general solution in !'}'(IR) of the equation 

(3) xT = S 

is given by T = To + C~ where C is a constant, 6 the Dirac distribution and To is a 
particular solution of (3). It can be obtained by the formula 

where I{I E !'}(IR) and I{I(O) = I. 
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CHAPTER 2. STATEMENTS. EXERCISES 9-10 

STATEMENTS OF EXERCISES· CHAPTER 2 

Exercise 9 
We recall that a linear form Ton ~(n) is called a distribution iffor every sequence (9') 
in ~(n) which converges to zero in ~(n), the sequence (T, /{Ij) converges to zero in C. 
Prove that a linear form T on ~(ri) is a distribution if and only if 

{ 

'1 K compact, Ken, 3C > 0 3k E N: 
(I) 

I(T, 9')1 :s; C L sup IO"9'(x)1 '19' E ~K(n) 
1a:lsk K 

(Hint: to show that a distribution T satisfies (I), use a contradiction argument and 

a sequence (9')jEN in ~(n) which satisfies I(T, 9'j)1 ~ j L sup lil"9'j(x)l). 
'"'''j K 

Exercise 10 
1°) Show that the application 

~(~) 3 f{l1-> (T, 9') = lim { I f{I (~) - m9'(O) - Log m . /{I'(O)} 
m_oo ,-.1 J 

is a distribution on ~ 
Find its support S. 

2°) We consider a sequence (9'k)kEN in ~(~) such that 

1 o :s; 9'k(X) :s; Jk for all x E ~ 

1 
9'k(X) = 0 for x :s; k+1 or x ~ 2 

I I 
9'k(X) = Jk for k ::;; x ::;; 

Show that: 
a) (f{lk) converges uniformly on ~ to zero. 
b) O"f{lk = 0 on S for all rx E N, rx '" 0, and all kEN. 
c) lim (T, f{lk) = + 00. 

k-oo 

3°) What can you conclude? 

We recall that lim {I + ! + ... .! - Log m} = Co E ~. 
m-oo 2 m . 

·Solutions pp 33 to 50. 
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Exercise 11 

Show that the following applications are distributions 

a) ~(R) 3 qI'" / jJv !, qI) = lim f qI(x) dx 
\ x ._0 JI'Io>. X 

b) ~(R) 3 qI ... ! fp~, qI) = lim [f qI(~) dx - 2 qI(O)J 
\ x .-0 JI'I,,' x e 

c) ~(R) 3 qI ... / fp ~, qI) = lim [f +", qI(~) dx - qI(O) + qI'(O) Log eJ 
\ x £-+0 t X e 

pv = principal value; fp = finite part; H = Heaviside function 

H(x) = {I x> 0 
o x < 0 

d) Definefp~,fp~ for k integer, k ~ 3. 
x x 

Exercise 12: Singular integrals 
Let u be a continuous function on R" - {O} such that 

(I) u(tx) = t-"u(x) 

a) Show that 

t> 0, x # 0 

(2) < U, qI> = lim f u(x)qI(x) dx 
t-O JIXI~£ 

ex.ists for all qI E ~(R") if and only if 

(3) f u(w)dw = 0 
JI"I=I 

(Hint: Use the polar coordinates: (r, w) E ]0, + co[ X SO-I, for {x} ~ e). 

Show that formula (2) defines a distribution on R". 
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Exercise 13 
Letf be a function which is locally integrable on R"\{O} and satisfies: 

C 
(I) 3C > 0 3m E N\{O}: I f(x) I :S Ixlm \;f x: Ixl ~ 1. 

Prove that we can find a distribution T E !'J'(Rn) such that: 

(2) < T, rp) = L f(x)rp(x) dx 

for every rp E !'J(Rn) with supp rp c Rn\{O} 

Exercise 14 
Show that there is no distribution T E !'J'(R) such that 

(I) <T, rp) = t e l/x
' • rp(x)dx 

for all rp in !'J(R\O)). 
(Hint: Find a sequence (rpn)ne III , in !'J(R), whose support is contained in 

H < Ixl < ~}, which tends to zero in !'J(R) and such that <T, rpn) tends to infinity.) 

Exercise IS 
a) Show that for complex A. E C with Re A. > - I the functions 

• _{XA x>O 
x+ - 0 x:S 0 

define distributions on R. 
b) Using that, for ReA. > -I, we have 

• _ {lXI' X < 0 
x_ - 0 X ~ 0 

(I) IX' xArp(x)dx = f xA[rp(x) - rp(O)]dx + J:"' xArp(x)dx + A.rp~\ 
prove that we can define x ~ as a distribution for Re A. > - 2 and A. # - 1. 
Extend this procedure to the case where Re A. > - n - I, A. # - I, ... , - n. 
Use the same method to define x~ for these A.. 
c) Let x~, x~ be the distributions so defined for ReA. > -n - 1, A. # -1, 
-2, ... , -no 
Compute x' x~, X· x~. 
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Exercise 16: Homogeneous distributions 
For 'P e !2I(R") and A. > 0 we set A. = Ud where Id is the identity.matrix in Rn. A 
distribution T e !2I'(R") is said to be homogeneous of degree peR if 

To A. = ).PT 

a) Prove that, when T is a locally integrable function, the definition (I) is 
equivalent to 

(2) T(JlX) = Jl.PT(x) for every Jl. > 0 and almost everywhere in x. 

b) For'P in ~(Rn), A and Ao in R +, A =F Ao we set 'P.(x) = 'P(Ax) and 

( ) 
_ 'P.(x) - 'P •• (x) 

'II. x - A - Ao 

Prove that when A goes to Ao, 'II. converges in !2I(Rn); compute the limit. 
c) Prove that the distributions x~, x~ ,p E R, p =F -I, - 2, ... (which were defined 

in exercise 15) are homogeneous. 

Prove that it is also the case for the distributionjp~ defined by 
x 

\ 

I ) _ . [1 'P(x)dx m-I (-I)m- j 
- 1 'P(j-I)(O)] 

jp----"" 'P - hm --m- I (" ) -( . I)' x e-O Ixl"" x j= I } - m em J } - • 

rp e ~(R), mEN·. 
d) Prove that homogeneous distributions of different degrees are linearly 

independant. 

Exercise 17: Distributions of infinite order 

00 

Prove that the map, ~(R) 3 ''ll ...... <T, 'P) = I rp(n)(n), defines a distribution 
n-O 

which is not of finite order. (Hint: Assuming that T is of order k, consider the 

sequence ('P,) given by'P,(x) = 'P(x - : - I), 'P E ~(]-I, I[).) 

Exercise 18 
For). real and k in N\{O} we set 

f"/2 Ax [ k-I I] 
(I) <Al.,k' 'P) = cos k 'P(x) - I 'P(I)(O)'; dx 

-"/2 X 1-0 I. 
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a) Prove that ({I ..... (A.;,k' ((I) is a distribution of order less than or equal to k, What 

is its support? 
b) Find all the solutions in !B'(IR) of the equation 

xu = A"" 

Exercise 19 
Let Tbe a distribution on IR" and f be a Coo function such that f = 0 on the support 
of T. Do we have f· T = O? 

Exercise 20 

Prove that we cannot define the product of the distributions «5 and pv! in the 
x 

sense that it cannot be commutative and distributive with respect to the multiplication 
by COO functions, 

SOLUTIONS OF THE EXERCISES CHAPTER 2 

Solution 9 
If T satisfies (I) it is a distribution, because if ({Ij tends to zero in ~(n) then, for 
j ~ jo, SUpPf{lj c K and (o"f{lj) tends to zero uniformly for every IX, thus using (I) 
(T, f{lj) tends to zero, 
Let now T be a distri bution, Let us suppose that we can find a compact K such that (1) 
is not true for all C > 0 and every k. Take C = k = j, then we can find ({Ij in ~k(n) 
such that: 

I<T,f{lj) I ~ j L sup IO"({Ij(x) I 
lOlls} xflK 

f{lj 
Let us set IfIj = I<T,f{lj)1 then I(T,lfIj)1 = 1 and: 

1 ~ j L sup JO"lfIj l 
1"I,;j K 

Therefore suplo"lfIj l ~ ~ for j ~ IIXI and supp IfIj C SUpP({lj C K; now for every IX 
K } 

the sequence (o'lfIj)j tends to zero in ~(n) but (T, IfIj) = 1 which is a contradiction. 
So if T is a distribution it satisfies (1), 
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Solution 10 
1°) If rp E !P(IR) we can write (see Exercise 4) 

rp(x) = rp(O) + xrp'(O) + x 2 ",(x) 

where", is continuous on IR and sup I ",(x)1 :s; Csup Irp"(x)l. So we have 
A A 

r rp(~) - mrp(O) - Logm . rp'O) = r {rp(~) - rp(O)} - Log mrp'(O) 
)-1 } ]-1 } 

( 
m I ) m 1 (I) 

= L -;- - Log m rp' (0) + L -:z '" -;-
i~ I } i= I } } 

Now 

lim ( r ~ - Log m) = Co (The Euler constant) 
m~.", )-I} 

On the other hand I '" (~) I ~ C!: sup Irp"(x)l, so the seriesr ~ '" ( ~) is convergent 
and } R )-I} } 

• m I (I) 00 I (I) hm L -:z 1/1 -;- = L -:z 1/1 -;-
m->2 i= I } } j= I } } 

Therefore 

ex 1 (I) <T, rp> = Corp'(O) + L -:z 1/1 -;-
i=1 } } 

The definition of <T, rp>, given in the statement of the exercise, makes sense; moreover 
it is linear in.rp and if K is a compact in IR and rp E !PK(IR) we have 

I<T,rp>1 s Cosuplrp'(x)1 + c( I ~)sUPlrp"(X)1 
K j= I } K 

thus rpl-+ < T, rp> is a distribution of order less or equal to 2. 
Let us show now that its supp<j)rt is . 

S = {o, I,~, ... ,~, ... } 

Indeed if rp E !))(IR\S) we have < T, rp> = 0, so supp T c S. 

Now let x = ! E S and V be a neighborhood of x. Let rp be in !))(JR) with 
p 

supp rpc Vn Jp ~ 1 ' p! 1 [ and rp= 1 at x. We have rp(0)=rp(7)=0 for j¥-p so 

<T,rp> = 1 

which proves that x E supp T. 
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Let us prove that 0 E SUpp T. Indeed the support of T is a closed set which contains 

the points G) which tend to zero. The limit is therefore in the support of T. 

2°) Let k E N\{O} and f/Ik be a function in !P(IR) such that 

f/Ik(X) ={ I , x > ~ I 

o X:5 k + 1 andx~2 

o :5 f/Ik(X) :5 

We just have to set rpk(X) = ~ f/Ik(X) 

a) By definition we have 

I 
sup Irpk(X)I:5 r.. 
XEX' ...;k 

so (rpk) converges uniformly to zero. 

b) If IX "" 0, the support of O·rpk is contained in [k ! I' n u [1,2] and 

O·rpk G) = 0 for j "" k andj "" k + I. Moreover O·rpk 0) = O·'Pk (k ! I) = o·rp(O) 

= 0 i.e. O·'Pk = 0 on S. 

c) Let k be fixed. If m is large enough (m ~ k + I) the points ~ ~hich are in 
] 

the suppor~ of 'Pk are ~, ...• ~, I. Moreover rpk(O) = 'P~(O) = O. So 

<T, rpk) = i rp(~) 
j~1 ] 

. I I (I) I Smce rpk(X) = Jk for x ~ k we have 'P } = Jk' thus 

I 
<T. 'Pk) = k . Jk = Jk 

and 

lim <T, rpk) = + 00 

3°) We deduce from the above questions that the inequality 

(I) I<T, 'P)I ~ C L suplo·'P(x)1 
1«ISp XES 

is impossible. 
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Indeed let us take rp = rpt> then by a), b) and c) we get· 

lim < T, rpk) = + ex> 
k_oo 

and 

L sup IO"rpk(X)1 ;;:; sup Irpk(X) I -+ 0 
IlIlsp xeS xeR 

in other words, inequality (I) is not equivalent to say that T is a distribution. 
Moreover if T is a distribution with compact support K we know that one can find 
C > 0, a compact K' and kEN such that 

I<T, rp)1 :5 C L sup lo"rp(x)1 
1121-s.k xe/(' 

So this problem shows that in general we cannot take K = K'. 

Solution 11 
Let rp be in ~(IR) and let us suppose that K = supprp C {x E IR: Ixl :5 M}. 

a) We can write (see Exercise 4) 

rp(x) = rp(O) + xI{I(x) where If! E CO(IR) and sup I I{I(X) I :5 C sup Irp'(x)1 
Ixl"M Ixl"M 

It follows that 

f rp(x)dx - (0) f dx f ( )dx ----rp -+ I{IX 
':S:I,'lsM X ':S:I'I:S:M X .slxlSM 

Now 

L,X,SM d: = r~ ~ + 1M ~ = 0 
On the other hand, by the Lebesgue theorem, since If! E L,!.,(IR): 

lim f. If!(x)dx = r If!(x)dx 
£ ..... 0 £:'ilxlsM J IxisM 

So 

Ilpv!, rp)1 = I r If!(X) dX I:5 Csupjl{l(x)1 :5 C'suplrp'(x)1 
\ x JIXISM IxisM uK 

Therefore pv! is a distribution of order;;:; I. 
x 
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b) We use the same method as above. We write: 

9'(x) = 9'(0) + X9"(O) + X2",(X). '" E CO(R). sup 1",1 :s; C sup 19'''1 
J.>fsM J.>fsM 

Thus 

Ifp~. 9')=lim[f 9'(0)2~X +f 9"(0) dx+f· rjt(x)dx-2 9'(O)J 
\ x HO ,s\xlsM X .s\XisM X , .. J.>f .. M e 

Now 

f 
9'(~) dx = J-' 9'(0)2dx + fM 9'(0)2dx = 29'(0) _ 29'(0) 

,slxl"M x -M X ,x e M 

and 

f 9"(0) dx = 0 since the function! is odd. then 
,,,I.'lsM x x 

Ifp~. 9') = lim [f ",(x)dx - 2~0)J = r ",(x)dx _ 2~0) 
\ x £ ...... 0 t:5:l:cl:S:M JIXI:SM 

So 

Q.E.D. 

c) By the same argument as in b) 

I fp ~. 9') = lim [fM 9'(~) dx + fM 9"(0) dx + fM ",(x)dx - 9'(0) + 9"(0) LOgeJ 
\ x ,~o, X • x. e 

Now 

fM 9'(0) dx = _ 9'(0) + 9'(0) 
,x2 M e 

fM 9"(0) dx = 9"(O)LogM - 9"(O)Loge 
, x 

So 

~P ;.9') = ~i~ [J,M ",{x)dx + 9"(O)LogM - 9'~)J 
therefore 

Q.E.D. 
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d) The method of construction of distributions in a), b) and c) is as follows. We 
consider the integral over Ixl ~ e which in general does not have a limit when e goes to 
zero, (see b) and c» but if we remove some terms from this integral, we get an 
expression which .has a limit when e -+ O. That is why we call it a ~te part of the 
integral. Let us extend this procedure to the case k ~ 3. Let us set 

I fp~, rp) = lim [ r rp(~) dx - f(e)] 
\ x. ,_0 JIXI~' X 

To calculatef(e) we write 

A-I 
rp(x) = rp(O) + XQl'(O) + ... + (/_ 1)1 QI(k-ll(O) + XA'II(x) 

where", E CO(IR) and sup I ",I ~ C sup IQI(k)(x)l. We get 
1.lsM K 

f QI(x) d - (0) f dx '(0) f dx 
-k X-QI k+QI -r.:1 

,sl_'ISM x ,sl.ISM X ,sl.lsM x 

QI(k-ll(O) f dx f + ... + - + 'II(x) dx 
(k - I)! ,,"I'ISM x .':I>lsM 

so: 

f QI(x) k-I [(-I)k- j 1 ]QI(j-ll(O) 1 k-2 C,_mw(O) 
-k dx = L -----r:::] - k=j (0 _ k) ( 0 _ I)' + L .,. 

,>:I.lsM X j=1 e e J J . j-O 

+ ls,.,sM ",(x)dx 

If we set 

k-I (_I)k-J - I 0 QI(j-I)(O) 

f(e) = j~ (j _ k)ek j (j - 1)1 

lim [f QI(~) dx - f(e)] = r 'II (x) dx + ki c,QlW(O) 
(--+0 eslxlsM x JlxlSM j=O 

(The C/s are constants which depend only on M and are independant of eo) So 

I
I fp~, QI)I ~ CI sup 19/(j)(x)1 
\ x ,-0 K 

thereforefp ~ is a distribution of order 5.ko 
x 

By analogy we shall set 

I fp ~, 9/) = lim [f+oo rp(~)dx - g(e)] 
\ x , ..... 0 t X 
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with 

k-I q1U-I)(O) I,(k-II(O) 

g(e) = - J~I U - k)ek-J U - I)! - (k - I)! Loge 

We get a distribution of order 5.k. 

• 
Solution 12 
Let '" be in ~(R·). The function u(x)",(x) is then integrable on {x: Ixi ~ e}. Let us 
perform the change of coordinates x = r' w where r E )0. + oo[ and W belongs to the 
unit sphere S"-I (polar coordinates). 
Assuming that the support of 91 is contained in {x: Ixl5. M} we get: 

f u(x)q1(x)dx = fM r u(r' w)",(r . w)r·- I drdw 
,,;lxl,;M , JI"I-I 

By hypothesis (I) we have u(r . w) = r-·u(w). So 

f u(x)q1(x)dx = fM !( r u(w)q1(r' W)dW)dr 
.,:I.<I,;M • r JIOII-I 

Using the Taylor formula 

. r 
q1(x) = 91(0) + I~ Jo (I - t)x,'I',(tx)dt 

091 
where '1'1 = ,,-. we get 

uXi 

Now 

, . il 
q1(rw) = 91(0) + I~ r 0 (1 - t)W1'I'I(t· r . w)dt 

(4) f u(x)",(x)dx = 91(0) fM ~ r u(w)dw 
,,;lxl';M , r JIWI= I 

'--v--' 
AI 

+ t fM (r WI' u(w) (r (I - t)'I'I(t· r' W)dt)dW)dr 
I-I , JIWI-I'--v--' Jo 

A2 

U being continuous in IR"\{O} and the sphere S·-I being compact we get: 

sup lu(w)1 5. CI < + 00 
1 .. 1-1 
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On the other hand 

. . 1
0 I (5) sup sup L IWi'fl,{trw)1 ~ sup L o'P (x) 

le[O.I] 1",1= I i= I xeR" i= I Xi 
re[O.M] 

We can apply the Lebesgue theorem to the sequence 

• 
f. = llr~'IU(W) L Wi'fli(t· ; . W) 

i-I 

and conclude that the second term of the right hand side of (4) has a limit, when Il 
tends to zero, which is: 

. 1M II I 0 L wiu(w)(1 - t) o'P (t . r . w)dwdtdr 
i""'i 0 0 Irul=1 Xi 

Therefore the left hand side of (4) has a limit, when Il ~ 0, if and only if the term A I 
has a limit. 
If II"'I- 1 u(w) dw = 0 then A I = O. Conversely if II",I-I u(w) dw = C '# 0 then 
Al = C[LogM - LogIlJ'P(O). For all functions 'P such that 'P(O) '# 0 we have 
limA} = +00. Q.E.D. 

When Al = 0, using (5) we can write 

1< V, 'P)I ~ C i~ !~~ I ::i (x) I 
so V, which is of course linear, is a distribution of order :s; I. 

Solution 13 
There are several ways to define T. Here is one of them. Let us set 

(3) <T, 'P)= r f(x)'P(x)dx 
JIXI;>I 

+ r f(x) ['P(X) - L ~ X"(O"'P)(O)]dX = II + 12 
J'X!:S:I 1«lsm-1 cx. 

By the Taylor formula we get 

(4) 'P(x) - L ~ x"(O"'P)(O) = r' (I - r- I 

L X"(O"'P)(tx)dt 
1"1" .. -1 ex. Jo m. 1"1=" 

Using (4), the inequality Ix"1 :s; Ixll"1 and that sUPP'P c: {x: Ixl :s; M} we get: 

1/21 ~ C I r IIXII: ( rl 

(I - t) .. -I L IO"'P(tX)ldt)dX ~ C2 L sup IO"'P(x)1 
JI:(I:::;;I X Jo lal=m 1«I=m xeA 
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and 

1/.1 ~ r IIp(x)llf(x)1 dx ~ (r If(x)1 dX) sup I Ip(x) I ~ C3 sup IIp(x)1 
J.SlxlSM JISIxiSM x.A x.A 

Therefore formula (3) defines a linear map on ~(IR') such that: 

I<T, 1p)1 ~ C4 L sup IO"Ip(x)1 
Ioism x." 

thus it is a distribution of order ;;!m. 
Now for Ip E ~(IR') with supp Ip c IR'\{O} we have 0"1p(0) = .0 Vrx. and the formula (3) 
reduces to (2). Q.E.D. 

Remark: 
If in formula (3) we cut the integral in another point we obtain 'another distribution 
T. such that T - T. = L C.~(·), where C. E C. 

11X1:s;m-) 

This is not surprising because if T, and T2 satisfy condition (2), then <T. - T2, 1p)=0 
for all Ip such that supp Ip c IR'\{O}, so supp(T, - T2 ) = {O} which implies that 
T, - T2 = L a.~(<<'. a. E C, N E N. 

1«lsH 

Solution 14 
Let Ip be in ~(IR) such that supp Ip c: {I < x < 2}, 0 ~ Ip(x) ~ I and Ip(x) = I for a ~ 
x ~ b where I < a < b < 2. If n E N\{O} we set 

Ip,(x) = e -'Ip(nx) 

then 1fJ, E ~(IR), supp 1fJ, c: {~ < x < n. Moreover if kEN, 

lp~k)(X) = e-'nklp(k)(nx) 

so 

(2) sup IIp~k)(x)1 ~ nke -, sup IIp(k)(Y)1 
'CER iSyS2 

From inequality (2), since supp Ip. c: [0, 2], we deduce that sequence (Ip.) tends to zero 
in ~(IR). 
Let us assume that there exists T E ~'(IR) which coincides wit11 ellx

' in IR\{O} then: 

(3) lim <T. Ip,> = 0 

Since the support of Ip, is contained in IR\{O} by (I) we must have 

i i
2/. 

<T. Ip,> = el/·"Ip,(x)dx = el/xllJl,(x)dx 
A II' 
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Now 'P. is positive and for ~ < x < ~ we have 'P.(x) = e -', so 
n n 

Finally for 0 < x :S ~ we have e l /x' ~ e·'/'" and fb/· dx = b - a so 
n - n 

b-a '{62- b-a 
(T, 'P.) ~ --e· e· ~ --e· for n ~ 2b2 

n n 

which implies that 

and is a contradiction to (3). 

Remark: 

lim (T, 'II.) = + ct:) 

Instead of e l
/
x2 we could use any function [which is C" outside the origin and 

which satisfies, near the origin, 

I 
I [(x) I > Ixr 

for every mEN. 

"':e ju~t ~ave to take 'P. = C.'P(nx), C. = I[~; )1 where x. is a point in [~, ~ ] where 
f IS mInimum. Then n 

1[(x.)1 > IX~lm ~ (~r for all m 

so nkCn tends to zero for all k in N. 
We can compare this remark with exercise 13. 

Solution 15 
a) For Re). > - I the functions x~ and x~ are locally integrable so the formulas 

(x!, 'II) = r;;" x'rp(x)dx, (x~, 'II) = r~",lxl''P(x) define distributions. 

r' I b) Formula (I) follows from the fact that for Rd > -I, Jo x'dx = fTI' 
A same formula follows for x~, for Re). > - I, from 

(x~, 'II) = (x~, IP) where lP(x) = rp( - x) 

The right hand side of (I) makes sense for Rd > - 2, ). # -I. 
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Indeed in the first integral we have ~(x) - qI(O) = x",(x) where '" E CO(O, I) so 
Hxi.[qI(x) - qI(O»)dx = HXH1",(x)dx makes sense for Re(l+ I) > -\. 
The second integral is well defined for any l since x ~ I, and the third term makes 

sense for l ,;, - I. 
Therefore for Rd ~ - 2, l ,;, -I we shall take (I) as a definition for the distribution 

x~. 
In the same way, if ReA. ~ -n "\ I, A. ,;, -I, -2, ... , -n we have: 

and the right hand side of equality (2) is well defined for ReA. > - n - I, 
;. ,;, - I, - 2, ... , - n. We shall take the right hand side of (2) as a definition for x~ 
when Rd > - n - I, A. ,;, - I, ... , - n. 
We deduce x~ by the formula (x~, qI) = (x~, rji), rji(x) = qI( - x) VqI E !J?(JR). 

c) ForRel > -n - I,A.';' -I, -2, ... , -nwehave: 

r [ n-I k-I (k-I)(O)J 
<x~, Xql) = Jo X

H1 
qI(x) - k~1 X (/_ I)! dx 

r>o . n- 1 qI(k-I)(O) 
+ JI x·+1qI(x)dx + k~1 (A. + k + I)(k - I)! 

Now if ReA. > -n - I, Re(A. + I) > -nand A. ,;, -I, ... , -n + I. 
Then, by definition, the right hand side is <X~+I, qI). Therefore 
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Let us compute xx~ 

<xx~, '1') =- <x~, xrp) <x~, (xiP) = - <x~, Xq1) 

so 

Solution 16 
a) If T is a homogeneous distribution given by f E Lt'oc we have using (I) 

<To A;, '1') = ;'-"(T, 'I' 0 All;) = A -n f f(x) 'I' (I)dX = AP f f(x)rp(x)dx 

Let us set ~ = y in the first integral, we get: 
Il 

f f(,ty)rp(y) dy = AP f f(x)rp(x) dx 

so 

f If(AX) - AP f(x)]rp(x) dx = 0 Vrp E 9&(W) 

therefore f(,tx) = ,tP f(x) almost everywhere, since 0l(~n) is dense in LI~,J~n). The 
converse follows easily from the lines above. 

b) For ,t in a neighborhood of )'0 > 0, the supports of the Ij/; are contained 
in a fixed compact K. Indeed let us assume that supprp c {x: Ixl s N} and that 
j). - )'01 < s with 0 < s < Ao. Then if 

I
N h {I hi > (,to - s) . Ixl > N 

Ix > ~~we ave 
Ao - s IAoxl > (,to - s) . Ixl > N 

so rp().x) = rp(AoX) = 0 and IfI ,(x) = O. Therefore 

sUpPIj/; C {x: Ixl s ,to ~ s} 

We have to prove now that all the derivatives of Ij/; converge uniformly on K. By the 
Taylor formula up to the order two we have for all y, yO in supp Ij/: 

n 0'1' 
rp(y) = rp(yO) + L (y, - y?) - (yO) 

k~ I ox, 
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Let us take y = J.x and yO = Aox. We get 

= JI (A - ,1.0) l' (1 

where z = [1,1. + (\ - I)Ao]X. 

Therefore 

I 
rp(J.x) - rp(Aox) n arp I • I a2 rp I 

(2) s~p A _ )'0 - ;~ X; ax; 0.0 x) ~ 1,1. - ,1.01' ;JI s~!, ax;ax
j 
(x) 

n arp 
which proves that 1/1; converges uniformly on K to ,~ x, ax; o.ox). Let us prove the 

same result for the derivatives of 1/1;. We have 

'1' _ A['[(ti'rp)(J.x) - A~[(ti'rp)(Aox) 
(I/I;(x)- ,1.-,1.0 

(1) a' .( ) = A['[_~~ (a' )(' ) + 1['[ (a'rp)(J.x) - (a'rp)(Aox) 
- 1/1 ,. x ). _ ,1.0 rp ,.x '-0 A - ,1.0 

,1.['[ - ,1.['[ 
* A _ A 0 converges to IIXIA~[-' when A tends to ,1.0' 

o 

* (a'rp)(J.x) converges uniformly on K to (a'rp)(J.ox) since, by the Taylor formula up 
to the order one applied at AX and ).ox, we have: 

IWrp)(}.x) - (C" rp)(A.o x) I ~ p. - ,1.011' (I - I) ,t IX,II ;;, (1J.x + (\ - I)AoX) I dl 

s~p l(il'rp)(J.x) - (a'rp)(Aox)1 :s; IJ. - ,1.01 c s~!, ,t I ;;; (x) I 

* By the inequality (2) applied to (c'rp), the second term of the right hand side of (3) 
converges uniformly on K to 

A~[ ,t x; a:, (a'rp)(}.ox) 

So a' 1/1;. converges uniformly on K to the function 

Q.E.D. 
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c) We have 

r [ A.n -
I n-I ] (x~, iliA) = Jo xP 1II(A.x) - 111(0) - A.x1ll'(O) - ... - (n _x I)! lII(n-I,(O) dx 

r" n A.k-llII(k-,,(O) 
+ JI XPIII(A.x)dx + k~1 (p + k)(k - I)! = 

Now 

fA fl n fA (k-"(O) 
I yP[III(Y) - I "'ldy + A yPIII(y)dy = - k~ JI yp+H ~ _ I)! dy 

n lII(k-I,(O) "-I A.P+klll(k-"(O) 

k~ (p + k)(k - I)! - k~ (p + k)(k - I)! 

so 

[ r [ ("-1'(0)] <x~, iliA) = r p
-

I Jo yP lII(y) - 111(0) - ... - yn-I ~n _ I)! dy 

r n III(H'(O)] 
+ Jo yPqI(y)dy + k~ (p + k)(k _ I)! = A.-p-I<X~, III) 

The same calculus can be used for <x~, III). 

Let mEN. We have by definition: 

( \ ) . [1 1II(A.x) m-I (-I)m-J - I.IIIU-"(O)A.J-I] 
Ip -;;;, iliA = hm -m- dx - I (j _ m)/im ) (J' _ I)! 

x e-O Ixl~e X J= 1 
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Let us perform the change of variable Ax = y in the integral and let us set).e = a; we 
get: 

(fJ ~ .) = II'm [,m-I i qI(y)dy _ m~1 [(-I)"'-J - I]. ).",-j. qI(J-I)(O) 'J-I] 
. P "" qI, 1\ m L... U _) ",-} U· - 1),1\ x .-0 1.1'1'" Y J:I m a . 

= ).",-1 Vp ~"" qI) 

which proves that the distribution fp ~ is homogeneous of degree - m. 
x 

d) Let T., ... , T, be homogeneous distribution of different degrees P., ... , p,. We 
can assume P. > P2 > ... > Pk' Let C., ... , C, be constants such that 

C. T. + ... + CkTk = 0 

Let qI be in ~(IR"). We have 

0= C. <T., qI.) + ... + C,(Tko qI.) = C.). -(n+P1)<T., qI) + ... + C,). -(n+p')<T" rp) 

so 

'V). > 0, 'Vrp E ~ 

Let us multiply this equality by ).p, et let). tend to + 00. Sinu: p, - Pi < 0 for 

i = 1,2, ... , k - I, we get Ck<Tk, qI) = O. Since Tk ;¢; 0 we can find a function rp such 
that <Tk , rp) f:. 0 so Ck = O. In the same way C'_I' ... , C. = O. Q.E.D. 

Solution 17 
a) It is a distribution since for rp E ~(~) we can find N(rp) EN such that supprp c 

{ixl ~ N(rp)}. Since suppo'rp c supp rp for alia we have 

N(.) 

<T, qI) = L rp(n)(n) 
o 

so I<T, rp)1 ~ C L sup iO"rp(x)l. 
lal:5N(,,) XER 

b) Let us assume that T has a finite order k. Let II' E ~O-I, ID be such that 

rp(k + 1)(0) = I. For /; > 0 let us set: rp,(x) = II' (x - ~ - I). Then for /; < 

supp rp, c ]k + I-/;, k + I + e[ c ]k, k + 2( = K 

(I) (T,rp.) = ~rp!·)(n) = 1p!k+I)(k + I) = ek~lqI(k+I)(O) = eL 
(All the other terms vanish since points n f:. k + I do not belong to supp 11',). 
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CHAPTER 2. SOLUTION 18 

On the other hand 

(2) L sup 1 o'qJ,(x) 1 = L -k sup 1 '11(') (x - k - 1)1 
1.lsk K 1.lsk eKe 

where C, is independant of e. Since T is supposed to have a finite order k we have: 

I<T, '11,)1 ~ C2 L 10''II,(x)1 
1.lsk 

50 by (I) and (2) we get ~ :<:: C . ~, where C is independant of e. This implies that 
e e 

I ~ C e for all e E ]0, 1[, which is impossible. 

Therefore T has infinite order. 

Solution 18 

a) First of all expression <Au, 'II) makes sense since we have 

where 'I' is continuous on ~ and sup 1'I'(x)1 ~ C K sup 1'II(k)(x)1 where K :::> supp'll. So 
.\EK 

f'" 
<Au, 'II) = -,{2 cos AX' 'I'(x)dx 

and 

I<A d , '11)1 ~ Cn sup 1'II(k)(x)1 
xeK 

Which proves that formula (I) defines a distribution of order ~k. 

On the other hand suppA;.k C [ -1' ~J since if we had supp'll C J- 00, -~[ 
u J~, + oo[ it would be obvious, using (I), that <Au, 'II) == o. 

[ n nJ ' b d" I Let us show that suppA;k = -2' 2 ; we prove It y contra IclIon; et us 

assume that supp Au ~ [ - ~, ~ J. We can find Xo E [ -~, ~ J Xo ¢ supp A;.k; since 

5Upp A;,k is closed we can find e > 0 such that V" = ]xo - e, Xo + e[ C supp Ai,< 

(or [ - ~, ~ + e [ if Xo = - ~, [~ - e, ~ ] if Xo = ~). 
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CHAPTER 2. SOLUTION 18 

Let XI E V" be a point such that XI # 0 and cos A.XI # 0 (such a point exists since the 
roots of cos A.X are isolated). Let Vx , C Vx, be a neighborhood of XI, which does not 
cODtain the origin and such that cos A.x # 0 in V", Let W c Vx " 'II E !ZJ( Vx ,), 'II ~ 0 
and'll = I on W. We have 

I COSA.X 
<A;.k, 'II) = 0 = Xkrp(x)dx 

v" 

In V, the function cos A.X rp(x) has a constant sign. So we have 
"I Xlc 

f I CosA.:~ rp(x) I dx = 0 

" 

and 

which implies cosA.x = 0 in W, which is impossible. So suppA.,. = [ -~, ~J. 
b) The general solution of the equation 

(3) XU = AI.l 

is the sum of a particular solution of (3) and of the general solution of the equation 
xu = 0 which is G5o. 

A particular solution of (3) is given by 

< ) = / A rp(x) - rp(O)",(X») {'" E !ZJ(IR) 
u, 'II \ 1.1' x where ",(0) = I 

<u, 'II) = In

.

1 

co!.:r {~~L:.:- rp(O)",(x) - 1p'(O)}dX 
-11./2 x X 

. I' rp(x) - rp(O)",(x) '(0) SInce 1m = 'II . 
X x--->O 

So we have 

I
n'2 

<u, Ip) = .,,1 c~~:~ (Ip(X) - Ip(O)",(X) - XIp'(O»dx 

I~ I~ cOSX , cos x 
<U, 'II) = -2 ('II (X) - 1p(0) - Xlp (O»dx + -2 '11(0)(\ - ",(x»dx 

--n/2 X ~1I.12 X 

Let us take ",such that ",'(0) = O. We have", = I - X2 "'I(X) where "'1 E CO. So 

I'12 co~x (I 
-n/2 X 

- ",(x»dx = I'12 cos x . "'I(x)dx = C I = C: 
-n/2 

therefore 
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so A I,l + C 1 «5 is a particular solution and a general solution of (3) is then 
u = AI,l + C«5. 

Solution 19 
Of course not! Let us give an example on IR: 

T = «5'; 1 E Coo: 1(0) = 0 1'(0) = I (f(x) = x for instance) 

Then 

I' «5' = -«5 

since if 'I' E f'IJ(lR) 

(/«5', '1') = (<<5',/'1') -(<<5, (/'I')') 

Solution 20 
Indeed let us suppose that 

1 1 
«5·pv-=pv-·«5 

x x 

For an rx E C" we would have 

. I ( I) (rx . 0) . pt· - = 0 rx' pv -
x x 

Let us take rx(x) = x. Then 

x(t5' P1J-
x
l
) = (X·t5)·Pl'~ = O·pv~ = 0 

x x 

x (15 . pv ~) = x . (PV ~ . 15) = (x . pv ~) . 15 = 1 . 15 = 15 

which is impossible. 
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CHAPTER 3, BAStC 

BASICS CHAPTER 3 

a) Derivative in gJ'(O) 

Let T be in E0'(0) then the distribution ~T, j = I, 2, ' . " n is defined by 
uXj • 

for all rp in E/lt(O). 
Any distribution has derivatives of all orders. 

b) Distributions with support at the origin 
Let T be in 0l'(lhln). Then these two claims are equivalent. 

i) supp T = {OJ. 
ii) T = L c.cl6·l, C. E IC, mEN. 

IcrlsnI 

c) Fundamental solution of a differential operator 

Let P = L a.(x)iJ' be a differential operator with C" coefficients in Q. A 
lalsm 

distribution E E 01'(0) is called a fundamental solution of P if we have in iJ)'(O) 

(I) PE = cl 

A fundamental solution is in general not unique since E + u, where U E E/l'(0) satisfies 
Pu = 0, is another one. 

d) Primitive of a distribution 
I.ct S he in 'Y'(n) Then there exists an infinite number of distrihutions TE 01'(0) such 

dT 
that ._- = S. 

dx 
Two of them differ by a constant. 
Distribution T is called a primitive of S. 
Moreover if S is a C' function in an open set w, then T has the same property. 

e) Green's Formula 
Given c > 0 we set 0, = {x E Ihl n

: Ixl > el. 
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CHAPTER 3. STATEMENTS. EXERCISE 21 

For every fin C"'(IR"\{O}) and every rp in ~(IR") we have: 

(2) r {f(X)Arp(X)dX - r Af(x)rp(x)dx = 
JOt JOe 

r (rp(X) Oof (x) .:... f(x) °Orp (X») du, 
JI>I-. r r 

Here A = it. ::;' f, is the radial derivative and du, is the measure on the sphere 

Ixl = e. Formula (2) is called Green's Formula. 

f) Transpose of a differential operator 
Let P = L a.(x)o·, a. E C'J(Q), be a differential operator. The operator 

1a:I~m 

Tf4 'PT = L (_I)I"lo"(a.T) 
!(lls'" 

is called the transpose of P. It satisfies 

<PT, rp) = <T, 'Prp) 
for all rp in ~(Q). 

g) Local structure of distributions 
Any distribution with compact support T E 8'(Q) can be written (in a non unique 
way) as 

T = L (1"[" 
Ipl:s:m 

where each.!;' is a continuous f u,lction with compact support contained in an arbitrary 
small neighborhood of the support of T. 
There is an analogue for general distribution. 
Every distribution T E ~'(f!\ :, a locally finite sum of derivatives of continuous 
functions (see exercise 64). 

STATEMENTS OF THE EXERCISES* CHAPTER 3 

Exercise 21 
Let p and q be in N. Compute 

where 0(') is the derivative of order i of the Dirac measure on IR. 

* Solutions pp. 61 to 86 
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CHAPTER 3. STATEMENTS. EXERCISES 22-25 

Exercise 22 
Let IX E C and j EN. Compute 

T = eOX(:x}b 
where b is the Dirac distribution ~n IR. 

Exercise 23 
We consider the linear map T from ~(1R2) to C 

~(1R2) 3 rp 1-+ (T, rp) = L rp(x, -x)dx 

a) Show that T E ~'(O)(R2). 

b) What is the support of T? Prove that T is not a continuous function on R2. 

c) Compute, in the distribution's sense, (:x - f,) T. 

Exercise 24 
Let rp E ~(n) and T E ~·(n). Does one of the following statements imply the other? 

a) (T, rp) = o. 
b) rpT = 0 in ~'(n). 

Exercise 2S 
We consider the following differential operator on R 

d2 d 
P = ~ + a- + b 

dx 2 dx ' 
a, bEe 

Let ( and g be two C2 functions which satisfy 
i) (Pf)(x) = (Pg)(x) = 0, X E R 

ii) (0) = g(O) 
iii) ('(0) - g'(O) = I 

We set 

h(x) = {f(X) x ~ 0 
g(x) x > 0 
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CHAPTER 3. STATEMENTS. EXERCISES 26--30 

and we consider the distribution T defined for rp E ~(IR) by 

<T, rp) = - t h (x)rp(x)dx· 

Compute PT in the distribution's sense 

Exercise 26 

Compute the derivative in the distribution's sense of the locally integrable function 
Log Ixl on IR. 

Exercise 27 (see exercises 11 and 15) 
Compute the derivatives, in ~'(IR), of the following distributions: 

1 
a) T = pv-X; b) T = x~ - 1 < A. < 0 

Exercise 28 

We consider, in the plane, the distribution defined by the locally integrable function. 

E( ) = {! if t -Ixl > 0 
x, t 0 if t - Ixl < 0 

W D c2 
0

2 
( ) C . h d· ·b ., DE e set = ilt2 - iJx 2 wave operator. ompute III t e Istn utlOn s sense . 

Exercise 29 

a) Prove that the function j(x, + ix2 ) =-. ..!.-.- defines a distribution on (R2. 
X, + IX2 

- 1(0 0) b) We set 0 = 2 ox, + i OX2 (Cauchy-Riemann operator) 

Prove that aj = ncl (Hint: use polar coordinates) 

Exercise 30 
We consider the function in (R2 

E(x, t) = ;g exp l- ~:J 
where 1I(1) is the Heaviside function: H(t) = 1 if I > 0, H(t) = 0 if I ,;; o. 
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CHAPTER 3. STATEMENTS. EXERCISES 31-33 

a) Prove that E is a distribution on H2. 
a ~ .' 

b) We set P = at - aX2 (heat operator). Prove that in ~'(R2) we have 

Exercise 31 

We set with r = 

PE = J 

(
• )1/2 
j~ x] # 0 

{
log r if n = 2 

E. = r2-.. if n ~ 3 

a) Prove that E. belongs to ~'(IR·). 
• az 

b) Let d = j~ ax]' Compute dE. in the sense of distributions (Hint: Use 

Green's formula and polar coordinates) 

Exercise 32 
We work in 1R3 and we set r = Ixl; 

a) Compute d/ when / is a function of r. 
b) Let f = fIr) a function which satisfies, in 1R3\O, the equation (d + a Z

)/ = 0 
where a E IR\{O}. Write down the differential equation satisfied by g(r) = r/(r). 
Deduce the expression of the solutions in 1R3\{O} of (d + aZ)/ = o. 

c) LeI f ,~ f(r) he such a solution. Prove that if we set I = lim [r(r») we have in 
, .0 

'I 

where C is a constant. Compute C. (Hint: Use Green's formula and the method of 
exercise 31). 

Exercise 33 
We consider, in the interval I = )a, b[, two C" functions/and g. Our purpose is to 
prove that if T E :JJ'(I) satisfies 

dT 
(I) -+/T=g 

dx 

then T is a C~' function which satisfies (I) in the usual' sens~. 
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CHAPTER 3. STATEMENTS. EXERCISES 34-35 

a) Find a solution uo, of equation (I), which is Coo in I. 
b) Write any solution of (I) as T = Uo + S e - A where A is a primitive off and S an 

unknown distribution and conclude. 

Exercise 34* (This exercise follows exercise 16) 
a) Prove that the derivatives 0«0, of the Dirac distribution in R", are homogeneous. 

Deduce, when n = I, that the distributions 0, 0', ... , O(k) are linearly independants 
(Use question a) of exercise 16.) 

b) Prove that a distribution T e ~'(R") is homogeneous of degree peR if and 
only if: 

" aT 
(I) L X i - = pT 

i~1 OX; 

(Hint: Use question b) of exercise 16) 
c) Using (I), question a) above, question c) of exercise 16 and the fact that the 

distributions solutions, outside the origin, of the equation 

dT 
X dx - pT = 0 

are the usual C· solutions, prove that every homogeneous distribution on R is one of 
the following: 

or 

pe n, 

T = c.Jp~ + czo(m-Il, 
X 

Exercise 35 (see exercise 13) 

p#-I,-2, ... c., Cz e C 

me I'\J, 

Let P be a differential operator with constant coefficients in R" which has a 
fundamental solution E and such that for every open set w of R: 

(H) (u e ~'(w), Pu = 0) =0> (u e C"'(w» 

Let u e ~'(R"\{O}) be a solution of Pu = 0 in R"\{O} such that 

(I) lu(x)1 ~ I~m' 0< Ixl ~ I, mel'\J 

a) Using exercise 13, prove that we can find T e ~'(R') such that T = u in n"\{O}. 
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CHAPTER 3. STATEMENTS. EXERCISES 5-38 

b) Prove that we have 

T,: g + L apDPE 
IpisH 

where g e C"'(JR") ·and Pg = O. 

ape C 

Exercise 36* (see exercise 29); 
I') Let S e 8'(JR"), T e !2J'(JR"). We set U = sing supp S, V = sing supp, T and we 
suppose that U n V = ¢J. 
Prove that we can define a bilinear bracket (S, T) such that 

a) (S, T) = 0 ifsupp S n supp r = ¢J. 
b) (S, T) = (S, T) if T e Coo. 

c) (~:i,T) = -( S, ~~) i = I, ... , n. 

2') Let D = {z e C: Izi < I}, [j be its closure and oD = {z e C: Izl = I}. 
Let u e C oo(/5) be a holomorphic function in D. We set 

f(x) = {U(X) xeD and ii = !(~ + i~) 
o x If. D 2 ox oy 

- 100 Prove that of is the measure - 2 e' u(e' ) dO on oD. 

3') Using 1"). 2') and the formula ii (:z) = t5 (see exercise 29), deduce the Cauchy 
formula 

Exercise 37 

u(O) = ~ f u(z) dz 
2m w z 

a) Let 0 be an open set in n. What is the general solution of the equation in !2J'(O) 

p e I\ij* 

b) Prove that the Dirac distribution on JR cannot be equal to the derivative of some 
order of only one continuous function with compact support in JR. 

Exercise 38 
Find all the solutions of the differential equation in !2J'(R) 

(I) x
kdmr 

= 0 
dxm k e I\ij*, me I\ij 
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CHAPTER 3. STATEMENTS. EXERCISES 39-41 

Exercise 39 
a) Show that the distribution with compact support, L a. 0'0, a. E C, vanishes in 

lal::s;m 

1o"([J;l') if and only if a. = C r:}r all or: EN'. 
b) Find all the distributions In [J;l' with support at the origin which are invariant by 

the mapsj;: (Xl> ... , X;, ... , x.) I-> (Xl> ... , -X;. ... , x.), i = 1,2, ... , n. 

Exercise 40 
We consider the function F: 1R2 I-> IR given by 

and the differential operator 

Q = Q(O~I' a~J = (:;i(0~2 - I) 
a) Compute QF in 9C'([J;lZ). 

b) We consider the map A: [J;lz --> [J;lz 

A(xI' x,) = (Yt. yz) with YI XI + X"~ Yz = XI - X z 

Let P be the differential operator 

P = ~(a~1 + a~JC)~1 - a~z - 2) 
Show that for every u E 9C'([J;lZ) we have: 

P[u () A] = (Qu) <) A 

c) Compute 0 0 A and give a fundamental solution of P. 

Exercise 41 * 
Let 0 be an open set of IR' and P be a differential operator with en coefficients. We 
shall denote by , P its transpose. Let us suppose that for every continuous semi norm p 
on 9C(0) we can find a continuous semi norm q on .01(0) such that for every rp E .01(0): 

(I) p(rp) ~ q('Prp) 

Let us denote by E the space {Ifl = 'Prp where rp E 0J(O)}. 
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CHAPTER 3, SOLUTION 21 

a) Let l' E 0"(n). Show that the map 

E 3 'I' = I Prp ~ (T, rp > 
is continuous from E, equipped with the £i)(n) topology, in C. 

b) Using the Hahn-Banach theorem, deduce that P is surjective from £i)'(n) to 
£i)'(n). 

SOLUTIONS OF THE EXERCISES CHAPTER 3 

Solution 21 
First of all xP E C x so xP <5(q) has a meaning. 
Let rp be in S'J(IRi). Then by definition 

(I) (xP<5("), rp) = (-1)"<<5, (xPrp)(q» = (-I)q[(d~)\xPrp)}O) 

By the Leibniz formula 

( 
d )q q ( d )' ( d )q -, q (2) d (xPrp) = I Cf d (xP) d rp = I F, . .<x) 
x i=O x X i=O 

a) If p > q 

(d)' . In .that cas~ the term (2) vanishes at x = O. Indeed dx (xP) = C,.pxP-' and p - i is 
strIctly posItive 

b) If p < q. Then 

r- 1 q 

(2) = I F,q(x) + I F,.(x) 
1=0 I=P 

The first of the two sums vanishes at the origin for the same reason as in a). The 
second sum can be written: 

q (d)' (d)P' (d)P (d)q-p I ('" . (x")·· rp = C;·- (xP ) -- rp 
, dx dx ' dx dx 

, P 

since (:',)(XP) = 0 if i ::,. p + I. By (I) we get 

<XP,j'"I, rp> = (-I)"c:}j!rp(qoP)(O) = (-I)Pq! (<5(qop), rp) 
r (q - p)! 
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CHAPTER 3. SOLUTIONS 22-23 

Therefore we get 

if p > q 

if p ::;; q 

Solution 22 
Let rp E .@(IR) then 

(T, rp) = (-1)< 15, (d~ye""rp) = (-I)i(e""rp)(j)(O) 

Now 

so 

Therefore 

T = t (j)(- OttI5(k- i ) 
k=O k 

Solution 23 
a) Let K be a compact in 1R2 and rp E .@K(1R2). We have 

I (T, rp) I ~ (r dX) sup Irp(x, - x)1 ~ C K sup Irp(x, t)1 J XI K. (X,f)eX 

where KI = {(x: (x, - x) E K}; it is eompact in 1R2 since KI is the projection of the 
intersection of K with the line t' = - x in 1R2. 

b) Let us show that the support of T is the line t = - x in 1R2. First 

(I) supp T c {(x, t) E 1R2; t = -x} = D 

Indeed let rp E .@(1R2) the support of which is contained in R2\D then rp(x, - x) == 0 
for aU x E IR so (T, rp) = 0, which means that T vanishes in R2\D and proves 

(I). Conversely let(xo, to) ED, V = 8«xo, to), £), VI = 8(Xo, to), ;} Let rp E .@(V), 

rp ~ 0, rp = 1 on VI; then 

(T, rp) = Iv f(J{x, -x)dx 
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CHAPTER 3, SOLUTION 24 

where V = {x: (x, - x) E V} and <T,rp) "¢ 0 since 

<T, r) ~ f rp(x, -x)dx = measure (Vt ) > 0 
fl. 

Q.E.D. 

If T was continuous, since it does not vanish identically, the support of T would 
contain an open set. (If T(xo) >F- 0 then T(x) >F- 0 near xo); but it is not the case since 
line D has an empty interior. So T is not continuous on Rl. 

c) Let 'II be in ~(1R2) 

JOT _ aT, 'II) = -f (a'll - arp)(X, -x)dx 
\ ax at R ax at 

Let us set ",(x) = rp(x, - x) then ~: (x) = (~: - : )(x, - x) and it follows that 

f d", 
- R dx (x)dx = -(",(x)]~oo = -(II/(x, -x)]~", = 0 

so 

Solution 24 
Let us prove that a) does not imply b) in general. Indeed let us take Q = IR, T = t5', 
'II E ~(IR), 'II = I in a neighborhood of the origin. Then 

<t5', 'II) = - <t5, 'II') = -'11'(0) = 0 

On the other hand for", E ~(IR) 

We just have to take", such that ",'(0) "¢ 0 to get 

which proves that rpt5' does not vanish identically in ~'(IR). 
Let us prove that b) implies a). 
Let '" E ~(Q), '" = 1 on the support of'll; then'll'" = 11/. From b) we get 

which proves a). 
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CHAPTER 3. SOLUTION 25 

Solution 2S 
We have by definition 

(PT, rp) = (!:~, rp) + a(!~, rp) + b(T, rp) 

(PT, rp) = (T' ::~) - a( T, :~) + b(T, rp) 

(\) (PT, rp) = - In hex) . rp"(x)dx + a In hex) . rp'(x)dx 

- b In hex) . rp(x) dx 

Let us compute each term 

f h(x)' rp"(x) dx = fO f(x)· rp"(x) dx + foo g(x)rp"(x) dx 
R ~oo 0 

By integrating twice by parts, in each integral, we get: 

r h(x)' rp"(x)dx = fO f"(x)' rp(x)dx + foo g"(x) . rp(x)dx 
JR -00 0 

+ f(O)rp'(O) - ('(O) . rp(O) - g(O)rp'(O) + g'(O)rp(O) 

since q,>( =+= co) = O. 

Using the hypothesis ii) and iii) we get: 

(2) f h(x)· rp"(x) dx = fO f"(x) . rp(x) dx + f ex· g"(X) . rp(x) dx - q,>(0) 
R - 00 0 

By integrating by parts and using ii) we find: 

m L h(x) . q,>'(x) dx = - r ex F(x) . rp(x) dx - L g'(x) . q.>(\) dx 

By (l), (2) and (3) we get 

(PT, rp) = rp(O) - to<' U"(x) + a{'(x) + bf(x» . rp(x)dx 

.0 

-J" (g"(x) + ag'(x) + bg(x» . rp(x) dx 
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which implies by i) that for every rp E ~(IR): 

(PT, rp) = rp(O) = (6, rp) 

so PT = 6 in ~'(IR). 

Solution 26 
The function Log Ixl for x -:f- 0 is integrable in a neighborhood of the origin since for 

I 
every Ii < I, Ixl'ILog Ixll tends to zero when Ixl goes to zero, therefore ILog Ixll :$ jXj' 

for non zero x in a neighborhood of the origin. 

Let rp E ~(IR) then by definition: 

(I) (d~>; Log Ixl. rp) = -(LOg lxi, ::) = - t Log IXI~;(x)dx 
We would like to integrate by parts but the derivative of Log Ixl is the function 

! which is not integrable near the origin. 
x 
So we use the following trick. By Lebesgue's theorem 

(2) fLOg Ixl . rp'(x)dx = lim r Log Ixl . rp'(x)dx = lim I, 
R £-+0 J Ixl;;;:,; £_0 

since 111'1~,d Log Ixlrp(x)1 ~ I Log Ixl . rp(x)1 E V. On the other hand 

I, = r,~ Log Ixl . '1"(.\") dx + f.h Log Ixl . rp'(x) dx 

I, = [Log Ixl . rp(xwr~ + [Log Ixl . rp(X»),h f rp(x) dx 
Ixl~t: X 

i rp(x) 
I, = Log £.(rp( - e) - rp(e» - -~dx 

Ixl::=:£ 

But Irp(e) - '1'( -ell :$ 2· £. • sup Irp'(x)J, therefore 
R 

(3) lim I, = -lim f rp(x) dx 
1: ..... 0 1:-->0 Ixl2:t X 

We deduce from (I). (2), (3), and from exercise II that 

d I 
- Log Ixl = vp­
dx x 
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Solution 27 
a) Let ((I E ~(IR), then by definition 

(:xpv~, ((I) = -\pV~' ((I') = 
-lim f ((I'(x)dx = -lim I, 

t ..... O Ixl ~t X t-O 

Let us integrate by parts in I,. We get 

Now ((I(x) = ((1(0) + X((I'(O) + X2",(X) where", E CO(IR), it follows that 

so 

and 

l~pv~,((I) = -lim[f ((I(~)dx - 2((1(0)J = -IFPx12,((I) 
\dx x ,~O Ixl,,' x e \ 

since lim £[",(e) + "'( - e)] = O. Therefore 
,~O 

b) 

d I I 
dxpv~ = - Fp x 2 

Since for A. E ]- I, 0[, XA((I is integrable it follows from Lebesgue's theorem that 

(:xx:,((I) = -~i: r' XA((I'(x)dx 

Let us make an integration by parts setting 
((I '(x) dx = dv, x' = u. Then v = ((I(x) + C, du = hi-I. If we take C = - ((1(0) we 

shall get 

(:xx:, ((I) = ~i: [A. r' XH[((I(X) - ((I(O)]dx - [x'«((I(x) - ((1(0))];"] 
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On one hand, since Xl - I[91(X) - 91(0)] = Xl", (where '" e CO) is locally i~tegrable on 
]0, + oo[ we get 

lim foo Xl - I[91(X) - 91(O)]dx = foo Xl-I[qI{X) - ql{O)]dx 
t-O l 0 

On the other hand 

- [x" [91(X) - 91(0)));" = el [91(e) - ql{O)] = IlH 1",'(8,) -> 0 since). + I > 0 

It follows that 

(:/i,,,,) = ). too Xl-l[91(X) - ",(O)]dx 

The right hand side is, by definition, what we called in exercise 15 ). ( xi- I, ", > 
for)' - \ e) - 2, - \[. So we get 

.I.e ]-\, O[ 

Solution 28 
02 02 

Let 0 = 012 - ox2 ' We have for every ", e £iil(1R2) 

\ f 100 
0

2
", \ fOO f' 02

91 (DE,,,,> = 2 "F"2dldx - 2 az-dxdl 
R Ixl I 0 _I X 

\ f [°91 J"" \ f"" [0", J' = 2 at(X,I) dx - 2: o)x, 1)<' dl 
R '-I.t! 0 x--, 

\ f (0",) \ f'" (a9l) \ foo (a",) -2 R at (x, Ixl)dx - 2: ° ax (1,I)dl + 2: ° ax (-I,I)dl 

I f"" (a",) \ fO (a",) \ foo (a",) -2 0 at (x, x)dx - 2 -<X> at (x, - x)dx - 2 0 ax (1,I)dr 

\ foo (a",) + 2 0 ax (-I,I)dl 

\ f'" (a",) I f"" (alp) (DE,,,,> = -2 ° al (x~x) - 2 0 al (-x,x)dx 
\ foo (alp)· i \ foo (alp) -2 ° ax (I, I)dl + 2: 0 ax (-I,I)dl 
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On the other hand for a E IR: 

d (arp) (arp) dirp(ay, y)) = a ax (ay, y) + at (ay, y) 

It follows that 

1 roo d 1 roo d . 
<DE, rp) = -2 Jo dy[rp(y, y)]dy - 2 Jo dy[rp(-y, y)]dy 

1 I 
<DE, rp) = 2rp(0, 0) + 2rp(0, 0) = rp(O, 0) = <<<5, rp) 'Vrp E !Zl(1R2) 

so 

Solution 29 

a) First of alll/(x., x2)1 = -(- 2 I 2)1/2 = _III where x = (x., X2). 
x. + X2 x 

We know that the function 1:1" is integrable near the origin in IR" if ()( < n. Here 

()( = 1, n = 2 so 1 E q",(1R2). This implies that 1 defines a distribution on 1R2. 
b) Let rp E !Zl(1R2). We have: 

(1) <af, rp) = - <f, arp) = -2
1 f 1 . (~rp + j ~rp )dX. dX2 

R' x. + IX2 uXl UX2 

We use the polar coordinates 

We have 

x. = r cos 0, 'X2 = r sin 0 then dx. dX2 = rdrdO 

o 0 sinOa 
- = cos 0- - ---' 
ox. rr r ao' 

~ = sinO! + cosO~ 
OX2 or r 00 

<af,rp) = _!f2" f'" e-iO(eiOOqi + jeiOoqi)· rdrdO 
2 0 0 r or r ao 

where qi(r, 0) = rp(r cos 0, r sin 0). By Fubini's theorem: 

<01, rp) = -- ~dr dO - - -' -dOdr - 1 f2"[f",aqi ] if'" 1 f2
"Oqi 

2 0 0 or 2 0 r 0 00 
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Since ~O, () = IP(O, 0) and since ;p(r, () is 2n-periodic we get: 

(aJ, IP) = -~ x 2n x (-f1I{O,O» = nf1l{O,O) = n(do, IP) 

Therefore 

Solution 30 

a) we have E(x, t) :5 ~ and the function ~ is locally integrable in 1R2; so 
",4nl ",4nl 

E E LIoc(1R2) and it defines a distribution on 1R2. 

b) Let IP E g&(1R2), we have 

[ 
X2] 

1(0 0
2

) ) __ 1 alP 02IP)_ II exp -41 (alP 02IP) \ at- ox2 E, IP - \ E, 01 + ox2 - - ftii a,+ ox2 dxdt 
10."11' R 

f
oo f exp [ - ~;] [ 00 

alP dx dt = lim 
o R ftii at ,~O t f, 41 alP exp [- X2] J 

ftii at dl dx = lim I, 

by Lebesgue's theorem since 

II exp [ 1 ( . 1)1 < ClIP(x, t)1 LI("2) 
1,.00IxR ~ IP x, = J E "" 

",4nt I 

We can make an integration by parts in I, and it follows that 

. 00 a exp - 4/. exp - 4t 
[ 

( X2~ [ (X2) ~/_+OO 
I, = - t f. at ftii IP(X, I)d/dx + t ftii IP(x, I) 1_, dx 

Now 

a [exp ()J I (X2 1 ) at ftii = 4ft 2/5/2 - 13/2 exp ( 
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In the same way 

fx f exp ()iJ2rp . foe f exp ()iJ2rp . 

O R ~1l1 .".., dx dl = hm - ~ .".., dx dl = hm J, 
y"ILI uX ,_0 , R y 4111 uX ,_0 

Let us integrate twice by parts in J,. Since 

exp --

[ ( X2)J 
~x j4n141 = - 4filJI2 exp ( - ~:) 

we get 

Iff" (X2 I . ( 
J, = 4fi R , 21 5!2 - (0) cxp 

\:2) 41 rp(x, t)dxdt 

[ 
( X2) J'~+x exp --

, 41 iJ .7 

+ f -.----~(X,I) dl+f [_x_ exp( 
f4;/1l1 ilx - 4 '-IlI J!2 

I V l·~ -x r V /L 

d . - ) iJrp (- ) 0 an since rp( + 00, I =" + 00, t = we get 
uX 

(**)J, = 4~ L r (2~:.2 - )/2) exp ( - ~:)rp(x, t)dtdx 

It follows from (*) and (**) that 

I, + J, = 

exp ( -~) 
- r rp(x, E) dx 

JR J41lE 

so 

I(il i!2) ) \ ilt - ii~2 E, rp = 

exp ( -~) 
+ lim f ----. --rp(x, E) dx = lim K, 

(---to R Fnt.: r.-o 

Let us perform the change of variables y = x r: in the integral. Then dx = 2j'i dy 
2yE 

and 

K, = 2Jr. f e Y'rp(2Jr.y,E)dy = -I-f e Y'rp(2j'iy,E)dy 
2fij'i R fi R 
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Now 1fi(2j£y, e) ---+ 1fi(0, 0) and Ie Y'Ifi(2j£y, ell :"> sup IIfi(x)le- Y
' E VCR) so by 

R 

Lebesgue's theorem K, ---+ In( t e - y' dY)Ifi(O, 0) = 1fi(0, 0). Therefore 

(~ -~)E = t5 
at ax2 

Solution 31 
a) It is easy to see that the function En is locally integrable in IR". Indeed if we use 

polar coordinates we get 

1

-2n11 rLogrdr = ~ 
() 2 

f IEn(x)ldx = 1 

,-I f 2n 0 rdr = n 

b) We have (I!.En' Ifi> = <En' I!.Ifi>VIfi E 2&(lRn) so 

<I!.En, Ifi> = t En(X)I!.Ifi(X)dx 

Since not all the derivatives of En are locally integrable we cannot integrate by 
parts in the above integral. We shall overcome this difficulty in the following way. 
Since En is locally integrable then, by Lebesgue's theorem, we can write 

<I!.En, Ifi> = lim f En(X)I!.Ifi(X)dx = lim I, 
£ ..... 0 lxl~e £_0 

Now En E C ~ for Ixi = r ;?: e and Ifi E 2&(lRn) so we can apply formula (I) to compute 
I,. We have 

I, = L,~, I!.En(X)Ifi(X)dx - L~, (En~~ - lfia:'n)da, 

Let us compute I!.En in {x: Ixi ;?: e}. 
I) n = 2: 

So I!.E2 = O. 

t1 L 2 2) 2x ,- og (x + y = -----
(IX x 2 + y2 

(12 2(X2 + y2) - 4X2 
~2 Log (x 2 + y2) = --'--..,--''--'-~~-
(1X (X2 + y2)2 

02 2x2 - 2y2 
il.v2 Log (x

2 + y2) = (X2 + y2)2 

2y2 - 2X2 

(x2 + y2)2 
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a 2-n 2 - n 2 -n (2 ) -n 
ax/ = 2-' x," = - n XI ' , 

~ -n 
- = (2 - n),-n + (2 - n)x ' - ' 2x, ' ,-n-2 
ax~ I 2 I 

So !lEn = (2 - n)' nr- n - n(2 - n)( t xf),-n-2 = 0 since L xl = ,2 i.e,!lE. = 0, 

Therefore 

To compute I, we use polar coordinates 

i=I, .. "n 

so we get 

and the measure on the sphere of radius e is equal to 

da, = en
-

IF(81, "" 8n_l )d81 '" d8n- 1 = en-Ida. 

where da, = F(81) "" 8._ ,)d8. '" d8._ , is the measure on the unit sphere, 
(We did not compute the /; 's nor F since we do not need it) 
On the other hand: 

a _ f. a ,ox, _ f. x, a 
if, - '-I ax, Tr - '-I' ax, 

, ax, '(8 8) x, 
smce Tr = J, I"'" .-1 =,' 

I 

Let us compute now the limit of I, when e goes to zero, 
I) n = 2 

We have I~~I ~ t 1111::,1 ~ ,tl s~p 1::,1 since 111 ~ I so we get 

(!) = Ire Log e~~ da'l ~ Cle Log el' fda. 
J!XI=t 
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So this tenn tends to zero when e -+ O. For the second tenn we write 

(2) = - f ~e, 8)du, where iP(r, 8) = rp(r cos 8, r sin 8) 

When e -+ 0, by Lebesgue's theorem (2) -+ - iP(O, 8) . J du, and since ~O, 8) = VI(O, 0) 
we get 

lim I, = 27tVl(O,O) = 27t(b, VI) 
£--+0 

2) n ~ 3 

-I, = r~,e.I-2~~e.-ldu, - r=, iP(e, 8" ... ,8._,)(2 - n)· e.I_len-ldu, 

-I, = r~, e ~~ du, + (n - 2) r~, iP(e, 8" ... , 8n _ l )du, 

The first tenn tends to zero since I~~I ~ L s~p 1;;;1 ~ c. 
By Lebesgue's theorem the second tenn tends to 

so 

lim I, = C.(2 - n)VI(O) = (2 - n)C.(b, VI) 
,~O 

where C. is the measure of the unit sphere in jRn. 

Therefore in all cases we have /).En = a.tS where an is a constant. 

Solution 32 
J iJ2 

a) We have /). = L ~. Let us compute /). in the polar coordinates. 
i=1 Xj 

Since f = f(r) it is sufficient to compute the part which contains only derivatives with 
respect to r. 
We have 
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so 

(
3 I 1 ) iJf I ( 1 ) iJ2f 

t-.j(r) = - - 3" L xf -iJ + 2 L xf -iJ 2 
rr l rr l r 

iJ2f 2iJf 
t-.j(r) = - + --

iJr2 r iJr 

b) Letf = f(r) be such that (~ + a2)f = 0 in 1R3\{O). Let us set g = rf(r) , We get 

g'(r) = f(r) + r/,(r); g"(r) = 2/,(r) + rf"(r), 

Now by a) we have 

f"(r) + ~ /,(r) + a2f(r) = 0 in 1R3\{O} 
r 

so mUltiplying by r we get: 

rf"(r) + 2/,(r) + a2 rf(r) = 0 

therefore: g"(r) + a2g(r) = O. 
The general solution of this equation in 1R3\{O} is 

g(r) = CI cos ar + C 2 sin ar 

so the general solution of (~ + a2 )f(r) = 0 in 1R3\{O} is the Coo function 

, cos ar sin ar 
(I) fIr) = c l --

r 
- + ('2 -r--

c) With the notations used in the statement of this exercise ('I I so 

, cos ar sin ar I 3 
fIr) = l---~-- + ('2 --;- E LJoJIR ) 

Let us show now that in 0"(1R) we have (~ + a2 )f(r) = CMo· 

•- , sin ar , C·. f . f ITl> ( h'l ,cos ar . d f' d 'unction ('2 ---- m a unctIOn 0 r E"" W Ie --- IS not e me at 
r r 

sin ar . h 20 ,. .'~ 0). So we can cOll1plilc (~ + a 2
) III the usual sense. Now y ) 

r 

sin ar . "l f' 2) . -- IS a solutIon III IR· \{O} 0 (0 + a t = 0 (take ('I = 0); since it is a C' 
r 

sin lIr , 
function we have (~ + ( 2 )_ -- = 0 III all R 

r 

Let us compute in £1'(IR) (~ + a2)~os ar Let rp E 9(1R). 
r 

/ 2 cos ar ) / cos ar 2) f cos ar 2 \ (~ + a )---;:--. rp = \-r-' (~ + a)rp = -r- . (~ + a )rpdx 
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A . . 31' cos ar 1 s In exercIse ,since -- E L1oc , we get 
r 

/ (ll + a2 ) co: ar, f{!) = lim f cos ar (ll + a2)f{!(x) dx = lim I, 
\ t-O ,~t r 

By Green's formula we have: 

I = f (ll + a2 )(cos ar) f{!(x) dx - f [cos arorp - f{!~(COS ar)JdU 
, r r or or r ' 

r,?;c r'='t 

Now in IfP\{O} (ll + a2 ) cos ar = 0 (see (I) with ('2 = 0) so 
r 

I = f [cos ar orp - (~) (cos ar)] du 
, r or f{! or r ' 

r=c 

Now du, = [;2 dw where dw is the measure on the unit sphere; moreover 

Finally 

-I, 

~(eos ar) = -ar sin ar - cos ar 
or r r2 

--- :-;; L -- - :-;; sup L -- = M Since - :-;; 
\ 
of{! \ Ix,I\Of{!\ \ Of{! \ . Ix,l 
(Ir r OX, R (lx, r 

f Of{! 
/; cos aD ~~ dw + 

, , 
~ 

CD 

(//; sin (//; f " f{! dw + cos ac f "f{! dw 

~ ~ 

a> Q) 

ICDI :-;; ;;Icos ar.IM f dw ..... 0 where c ..... 0 
1\1-1 

1a>1 :-;; lalElcos (//;1 sup Irp(x)1 . f, dw ..... 0 where [; ..... 0 
IR 1'1= I 

The third term c~n he wrillen as: 

cos ar. 1,,1 q;(D. 0, rp)dw where q;(r, O. rp) 

By Lchcsguc's thcorcm OJ ~ rp«l)JI'1 1 dw thus 

( 
2 cos ar ) (f ) (ll + a )--;:--. rp = - dw <t>, rp) 

I'I~ 1 

therefore 

(/\ + (12)f(r) -4rr/r5 
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In particular the distribution -:~:lar is a fundamental solution of the operator 

L1 + a2 in lIiP. 

Solution 33 
a) When g = 0, the general solution of (I), which is Coo, is uo(x) = Ce -.f(x) where 

C is a constant and A(x) a primitive off 

If C = C(x) we are led to thf: equation ~~ = eA(x)g so the solution is 

uo(x) = e-A(x) f eA(I)g(t)dt = f exp (f/(a)da )g(t)dt 

which is a Coo function on I. 
b) Let us set T = Uo + e -A(x)S then 

dT duo _ dS dS 
g = - + IT = - + luo + e A(x) - - fS + fS = g + e - A(x)_ 

dx dx dx dx 

so e - A(x) ddS = 0 and dd
S 

= 0 since e - A(x) "# O. So S is a constant and it follows that 
x x 

T = Uo + Ce-A(x) 

therefore T E e"(l) and satisfies (I) in the usual sense. 

Solution 34 
a) <0'15, (PA) = (_1)1'1<15, O''fI;.) = (~I)I'IAI'I'fI(')(O) = AI'I<o't5, 'fI) so 0'15 is 

homogeneous of degree p such that - (n + p) = IIXI so p = - n - IIXI. When n = I, 
,,(k) is homogeneous of degree - I - k. The distributions 15, 15', ... , t5(k) are 
homogeneous of different degrees. They are therefore linearly independent, by 
question d) in exercise 16. 

b) Let us suppose that T is homogeneous of degree p. By question b) in exercise 16 

I· \ 'fl. - 'fl.,) = ~ \ (O'fl)) .1m T, A _ A L- T, Xi 0 . 
oI.-+..to 0 1=1 X, Ao 

Now 

/ 'fI - 'fI ) I A -(n+p) - l-(n+ p) 

\ T, i-A:' = A - Ao [<T, 'fl.) - <T, 'fl • .>] = A _ 1: <T, rp) 

so \ T, !Pi = r; ) --> - (n + p)Ai;(n+ p+ I)<T, 'fI). Therefore 
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L T,x,-n ( (0'P)) 
;=1 OX; 10 

-(n + p)A.C;(n+p+l)(T, 'P) 

Now it is obvious that 

so 

n ~ I ( ( O'P)) LA.o T, x,~ 
1=1 uX, .\0 

-(n + p)A.~(.+P+I)(T, 'P) 

Since T is homogeneous we have: 

(2) t A.c;(n+p+l)/ T, X, 0'P) = -(n + p)A. ~(n+p+I)(T, 'P) 
'~I \ ox, 

On the other hand 

Dividing by A.C;(n+p
+ I) in (2) and using (3) we get 

t / T, ~iJ (X,'P») - n(T, 'P) = - (n + p)(T, 'P) 
1-1 \ uX; 

so 

n ( aT ) -L x'a.' 'P = -p(T, 'P) 
/=:1 x, 

'l;/rp E ~(lRn) 

which proves (1). 
n iJT 

Conversely let us suppose that '~I Xi iJx, = pT, P E IR. Then 

Now 

so -(n + p)<T, 'P).,) = A./ T, t x,(~'P) ) . Now by question b) in exercise 16 
\ 1=1 uX,.to 

we have in ~(IR") 
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therefore 

-en + p)<T, filA,> = A.o lim (T' filA - fII;.. ) = A.o lim <T, fill) - <T, fII;..> 
A-A, A. - A.o A-A, A. - A.o 

Let us consider the function A. -+ f(A.) = <T, filA>' By the above equality it has a 
derivative at each A.o e ~ +. Moreover it satisfies 

{ 
A.of'(A.o) = - (n + p)f(A.o) for A.o > 0 

j(l) = <T, fII> 

This is a differential equation which can be easily solved. 

therefore 

(n + p) so f(A.o) = C.l.o(n+ p) , C = f(l) 
A.o 

Q.E.D. 

c) The homogeneous distributions on ~ are the distributions which are solutions 
of the equation 

dT 
(4) x dx = pT 

Outside the origin, x being # 0, the solution of (4) are the usual ones which can be 

obtained by the customery method. 
We get 

(5) T(x) = {c1x
P 

p ~ffx > 0 forpe~,p # -I, -2, ... 
C2( - x) I X < 0 

C ' 
(6) T(x) = - if pi = - m and meN xm 

The general solution coincides with CIX".. (for x > 0) and C2X"- (for x < 0) when p e ~, 

p # -I, -2, ... ,andwithfp~whenp = -m,meN. xm 

Therefore the support of T - Clx".. - C2X"- (or T - fp ~m) is at the origin so 

N 

T = c x P + C x P + ~ a J(k) 1+ 2~ ~ k p#-I,-2, ... 
k=O 

p = -m, meN 
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I. If p # - I, - 2, ... J(t) being homogeneous of degree - k - I we have by a), 

a l = ... = aN = 0 so T = CIX': + C2X~. 
2. If p = - m, mEN, the derivative of order (m - I) of J is homogeneous of degree 

- m the others have a different degree of homogeneity so T = cdp~ + C2J(m-l). xm 

Solution 35 
a) since Pu = 0 in IRn\{O} we have u E Coo(lRn\{O}). So on every compact contained 

in IRn\{O} u is integrable and satisfies (I). By exercise 13 we can find T E !liI'(lRn) such 
that T = u in !liI'(lRn\{o}). 

b) since Pu = 0 in IRn\{O} we have supp PT c {OJ so 

ap E C 

Let us set S = L: apD" E. Then we have 
Ivl:S;N 

P(D)[T - S] = L: apDPJ - L: apDPP(D)E = 0 
Ipl~N Ipl~N 

Since P satisfies condition (H) we conclude th~t g = T - S E coo(lRn) i.e. 

Solution 36 

T = g + L: apDPE 
IpisN 

1°) Let VI and V2 be two open sets such that V C VI C V2 and V2 n U = 0. Let 

IX E !liI(IR") be such that IX = I on VI, IX = 0 inC V2 • Then IXS E C;(lRn) and 
(I - IX)T E C'(lRn). Let us set 

(I) «S, T» = <T, IXS) + <S, (I - IX)T) 

which has a meaning since T E !liI', IXS E!liI, S E tI', (I - IX)T E Coo. 
Let us show that this definition is independant of IX. Let P E !liI(R") having the same 
properties as IX. Then 

<T, IXS) + <S, (I - IX)T) - <T, PS) + <S, (\ - P)T) 

= <T, (IX - P)S) - <S, (IX - P)T) 

which has a meaning since (IX - P)S E !liI and (IX - P)T E Coo. 

Let us choose '" E !liI(lRn) such that", = \ on the support of IX - P, '" = 0 on U; then 
",(IX - P) = (IX - P); it is easy to see that such a '" exists. 
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Since I{IS E !'} and (ex - P)T E Coo we get 

(T, (ex - P)S) = (T, (ex - P)I{IS) = «ex - P)T, I{IS) = (I{IS, (ex - P)T) 

= (S, l{I(cx - P)T) = (S, (ex - P)T) 

Therefore the definition of ~S, T» is independant of cx. 
a) If supp S n supp T = 0 we have (T, cxS) = (S, (I - ex)T) = ,0 so ~S, 1) = O. 
b) Let us assume T E Coo then V = 0 and VI is any open set such that 

VI n U = 0. Since T, cxS are Coo we have 

(T, exS) = f T(x)(cxS)(x)dx = (cxS, T) = (S, cxT) 

so 

((S, T» = (S, cxT) + (S, (I - cx)T) = (S, T) 

a 
Let us set a = ox 

((oS, T» = (T, cxoS) + (oS, (J - cx)T) 

= (T, ocxS) - (T, (ocx)S) + (S, (ocx)T) - (S, (I - cx)oT) 

so 

((S, T» = -(oT, cxS) - (T, (ocx)S) + (S, (ocx)T) - (S, (I - cx)oT) 

Now (ocx) = OonUand Vso(ocx)SE!'},(ocx)TECXl.LetI{lIE~,1{I1 = Oon V,(o~ 
I{II == (ocx). Then 

(S, (ocx)T) = (S, (OCX)I{IIT) = «ocx)S, I{IIT) = (I{IIT, (ocx)S) = (T, (ocx)S) 

((oS, n = - [(aT, cxS) + (S, (I - cx)oT)] = - «S, aT» 

2°) Let us compute ar in ~'(1R2). Let rp E ~(1R2) 

(af, rp) = - (f, arp) = - L u(x + iy)(arp)(x, y)dxdy 

Let us set x = r cos (), y = r sin (), then dxdy = rdrd() and 

a = ~[eiOf, + < ;() J 
Let us set iP(r, () = rp(r cos (), r sin (). We get 

(tJf, rp) = 

(af, rp) = 
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Integra ting by parts in each term we get easily 

So afis the measure -~u(eiO)eiOdo.on aD. 
1 -

3°) Let us set E = -. Then aE = J (see exercise 29). 
nz 

By question 1°) we can define «af, E'J;. Indeed S = af is in 8'(lIiP), E E ~'(1R2) and 
sing supp E = {OJ, since afvanishes in D we have sing supp Ensing supp ( ... ) (af), 

= 0· 
On the other hand by n c): 

«af, E» = - «f, aE» 

Since aE = J we get 

«af, E» = - «f, J» = - (J, a.f) - (f, (I - a.)J) = - (J,f) 

i.e. 

(*) «af, E'J; = -f(O) = -u(O) 

Now, since E E L/oc(1R2) and afis a measure, we get 

«af, E» = (E, a.af) + (af, (I - a.)E) = L Ea.af + L af(l - a.)E 

( .. ) 
Using (*) and ( .. ) we get: 

Solution 37 

-~ f u(z) dz 
2in aD z 

u(O) = ~ f u(z) dz 
2m: liD z 

a) We know that the general solution of equation (I) ~~ = S is the sum of the 

general solution of: = 0 and of a particular solution of equation (I). 
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(
d)P d (dP-IT) (d)P-' 

Let T E .@'(Q) be such that dx T = O. Then dx dxp-t = 0 so dx T = Co 

(
d)[(d)P-2 J (d)P-2 . 

therefore dx dx T = Co so dx T = Cox + CI' By induction 

we deduce that T is a polynomial of order p - I with complex coefficients. 

b) Let / E L;>(IR) and p E N\{O} such that (:x )1 = J in .@'(IR). 

In Q = IR\{O} the function / must satisfy 

dP 

(2) --- f = 0 
dx P ' 

The general solution, in !W(IR\{O}), of equation (2) is a polynomial of order 5,p - I: 

j{x) = CoxP " + C,xP 2 + ... + Cp-t, C;E C 

Since/has compact support we conclude that/must vanish in IR\{O}. 

Indeed 

/(x) _ C, Cp-I 

ff1 - Co + X + ... + xr I for x E IR\{O} 

On one hand lim /~~~ = 0 since / vanishes for I x I large 
Ixl ..... oc x 

On the other hand lim (Co + C, + '" + C;~,I) = Co. 
Il:!-cc X X 

Therefore Co = 0 and in the same way C, = .. , Cp _ 1 = O. 
Since / is continuous on IR we conclude that / == 0 in IR which is impossible since 

(~)P/= J. 
dx 

Remark 

Here is another shorter solution of b): 

Let K be the support of! and let us suppose K c {x: I xl 5, M}. For every rp E .@(IR) we 

have 

f 
dPrp 

(\) <J, rp) = rp(O) = (-I)P /(x). dxP (x) dx 

If we take rp equal to 1 for Ixl 5, M then the left hand side of the above equality is 

equal to \ but the right hand side vanishes. 
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Solution 38 

We shall set in the following ddJ~ = TW. The general solution of the equation Xk S = 0 
x 

k - I 

is S = L CpOIPI. Indeed let us use an induction on k. 
P&" 

It is obviously true when k = I. Let us suppose that the general solution of Xk . IS = 0 
k-2 

is L CpOIPI . Equation (I) is equivalent to X(Xk-IS) = 0, and therefore equivalent 
p=.O 

to x' - IS = Co. The general solution of this equation is the sum of the general 
solution of x' IS = 0 and of a particular solution of x·- I S = Co. 
Now Xl lOll II = ct k'). Indeed 

(_ I)k -1(0, (x' Irp)I' II) = (_I)H(Xk- ltp)lk 1)(0) 

(-I)H(k - 1)!rp(O) 

k-2 
Then the general solution of x·-IS = Co is L CpOIPI + Ck_IOlk-11 

p=O 

Q.E.D. 
k-I 

Equation (I) is then equivalent to: (2) r ml = L CpOfPI. The general solution of 
p=O 

this equation is the sum of the general solution of r ml = 0 and of a' particular solution 
of (2). The general solution of rml = 0 is a polynomial of degree m - I. Let us look 
for a particular solution of (2). 

a) m < k - I: r ml = Coo + Clo' + .. , + Cm_lolm-11 + Cmolml + ... + 
Ck 10"- II. First of all for every IE I'\J (x'H)iII = u,H. Indeed 

/- I '" 

(X'H)({I = I!H + L C~/(I - I) ... (I - p + I)Xf-pOIf-I-PI = I!H 
p=O 

because x'-PO,,-I -pi = 0 since I - p > I - I - p. 

We deduce that (x'H)'+ I = U,O so (x'H)I+P = U,OIP-Ii. Therefort< 

(xm .. IH)lml = um_lo, (xm. 2H)lml = Um .. 20', ... , (xOH)lml = uoo(m-II 

So 

To = b.(xm IH) + h2(Xm 2H) + ... + bmH + bm+lo + ... + bm+k_IOlk-l-ml 

is a particular solution of (2) and T = To + P m- I, where Pm-I is a polynomial of 
order m - I is the general solution of (I). 

(b) m ~ k - I: In this case: 

To = bl(xm IH) + b2(xm
-
2H) + ... + bk(xm-kH) 
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and the general solution of (I) is 

T = To + Pm-I where Pm-I is a polynomial of degree m -

Solution 39 
Let lXo EN", IlXol :;; m. The function x·, being Coo we have 

Now it is easy to see that 

We conclude that 

1«Is:m 

[0 0 (".')](0) = {O , 
lXo· 

if IX #- lXo 
if IX = lXo 

(T, x·'> = (-I)IOllXo!ao, = 0 

Soao, = 0 for alllXo, IIXI :;; m. 

b) The application it corresponds to the matrix Ai = (I I ... _ ~ ) which is 

o ". 1 

such that Idet Ail = 1 and A;' = Ai for i = 1 ... , n. 
On the other hand the support of T being at the origin we have T = L boooJ. 
Moreover we must have 

(I) To Ai = T = L b.ooJ; i = I, ... n 

Let us compute To Ai' For rp E C"(IR") 

Now 

so 

and 

(ToAi,rp> = (T,rp 0 A;) = L bo(-I)loIO"(rpoA,)(O) 

OO(rp 0 A,)(O) = (-I)"'Wrp)(O) = (-1)"'( _I)lol(ooJ, rp> 

(T 0 Ai' rp> = L (-I)O'bo(o·J, rp> 
1001~m 

(2) To Ai = L (-I)"iboooJ 
I_Ism 

From (I) and (2) we deduce 

L {(-I)"' - I}boooJ = 0 
lalsm 

84 

lolsm 



CHAPTER 3. SOLUTION 40 

We deduce from question a) that for every IX E N" and all i = I, •.. , n 

{( -1)"/ - I}b. = 0 

which implies that for IX such that b. "# 0, IX; must be even for i = I, ... , n, i.e. 

(3) T = L b1k ...... 1k.a2(' ... a1j<·o 

Conversely by (2), every distribution given by (3) is invariant by the applications/;. 

Solution 40 

a) QF = :;t(y,H(YI»(a!2 - I)<H(Yl) exp Y2) 

a a2 

-a (y,H(y,» = H(y,) + y,o, -0 = H(y,) so -a 2(ylH(y,» = 0,_0 y, ., y, ' 

(a) .' 
aYl - I (H(yz) exp yz) = 0,,_0 exp Y2 + H(Yl) exp Y2 - H(Y2) exp Y2 = oy,=o 

Therefore QF = 0),,=0 ® 0)".0 = 00 , 

b) <P(u 0 A), rp) = <u 0 A, P,rp) = Idet A I-I<U, (P1rp) 0 A -I) 

where 

P, = ~(a~, + a~J(a~, - a~2 + 2) 
Let us compute (P,ffJ) 0 A -I. We have 

so 

~ = ~ oY, + ~ aY2 = ~ + ~ 
ox, oY, ox, OYl ox) 0Yl 0Y2 ., 

(PlffJ) 0 A-I = _!(2~)Z(2~ + 2)(rp 0 A-I) = _ a
2 

(0 + I)(rp 0 [I) 
8 ay, OYl ayt aY2 

= QI(ffJ oA - I) 

We deduce that 

<P(u 0 A), rp) = Idet AI-I<u, QI(IJI 0 A-I» = Idet Arl<Qu, rp 0 A-I) 

so 

<P(u 0 A), IJI) = «Qu) 0 A, rp) 
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for all rp E ~(1R2); so 

P(u 0 A) = (Qu) 0 A 

c) <t5oA,rp) = IdetAI-'<t5,,,OA-') = ~"[A-'(O,O)1 ~ ~9'<O,O) 
1 

so t5y_O 0 A = 2t5x-o. 

By questions 1) and 2) we have 

1 
P(F 0 A) = (QF) 0 A = 15 0 A = -15 

2 

So P(2F 0 A) = 15. Let us compute F 0 A. We have 

(F 0 A)(Xb x 2 ) = F(XI + X2, XI - X2) = (XI + x2)H(x\ + x2)H(x\ - x2)e"'-x, 

So we obtain a fundamental solution of P setting 

Solution 41 
a) T is a distribution on n so for every continuous semi norm p on ~(n) we can 

find a constant C > 0 such that for every rp E ~(n) 

(2) I <T, rp) I .,; Cp(rp) 

From (\) and (2) we deduce that for every rp E ~(n) 

1< T, rp) I .,; Cq('Prp) = Cq(l/f) 

which proves a). 
b) The application ell being linear and continuous from E, subspace of ~(n), to C, 

by the Hahn-Banach theorem it can be extended to a continuous linear map from 
~(n) to C which means to a distribution on n. Therefore we can find S E ~'(n) which 
coincides with ell on E. Let rp E ~(n), since 'Prp E E we have: 

<S, 'Prp) = elI('Prp) = <T, rp) 

But by definition 

<S, 'Prp) = <PS, rp) 

so <PS, rp) = <T, rp) Vrp E ~(n) i.e. 

PS = T in ~'(n) 
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CHAPTER 4. BASICS 

BASICS CHAPTER 4 

Convergence of sequences of distributions 
• Let (T}jEN be a sequence of distributions in an open set 0 of n·. We say that it 
converges in ~'(Q) to a distribution T E ~'(Q) if 

(I) lim <Tj , ((J) = <T,I(I) 
,-ex' 

for all ({J E ~(Q). 

• If the distributions Tj are in C'(Q), we say that the sequence Tj converges to Tin 
C'(Q) if we have (I) for every ({J E COO(Q). 

• Let us note that it is not necessary to know the limit in order to say that the 
sequence (T}jEN converges in ~'(Q) as the following result shows: 
Let us suppose that for every ({J in ~(Q), the sequence of complex numbers 
«T" ({J»jEN converges in C then there exists a distribution T E ~'(Q) such that 

lim Tj = T 
j---+oo 

in ~'(Q). 

• The limit of a sequence of distributions is unique. 
• Convergence in ~(Q), Ck(Q), U(Q) (0 :5 k :5 <Xl; I :5 P :5 <Xl) implies convergence 
in ~'(Q). 

STATEMENTS OF EXERCISES 

Exercise 42 

For e > 0 we set T, = ;Ix!'-). Compute in ~'(IR) 

T =. lim T, 
,_0 

Exercise 43 

CHAPTER 4 

Determine a sequence (T.).;.) of distributions with support at the origin such that the 
sequence (S.)n;.) defined, for ({J E ~(IR), by 

<S., ({J) = <Tn' ({J) - i: ((J(~) 
k=) 

converges in ~'(IR) 

• Solutions pp. 94 to 109 
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Exercise 44 

1°) Construct a sequence (f.) •• N of functions on IR such that 
a) (f'(x». converges to zero almost everywhere. 
b) (f.) does not converge in ~'(R). 

2°) Construct a sequence (g.).eN of functions on IR such that 
a) (g.). converges to 0 in ~'(R). 
b) (g. (x». converges to zero almost everywhere. 

Exercise 45 
We denote by Ox the distribution ~(IR) :3 '" .... (0" "') = ",(x). 

00 

a) Prove that for all a E IR the series L na[ol/. - 0 -1/.) converges in ~'(IR\O). We .-1 
shall denote its sum by Ta • 

b) Prove that this series converges in ~'(IR) if and only if a < O. 
c) For 0 ~ a < I find Sa E ~'(IR) such that SalR\O = Ta' 

Exercise 4(j 

Let A •. k be the distribution defined for A E IR, k E N\{O} by 

(A . ) = I"/2 cos AX { ( ) _ k~1 ",(')(0) i} d 
A.k> rp k rp X L... .\ X X 

-nil X ;=0 l. 

Compute in SiJ'(R) 

Exercise 47 (see exercise 26) 
For x E Rand e > 0 we set 

lim A;'.k 
1-+00 

lim Au 
';' __ 0 

'" E ~(IR) 

f,(X) = Log (x + ie) = Log Ix + iel + i Arg (x + ie) 

a) Show that when e -+ 0, ft converges in SiJ'(R) to the distribution fo given by 

{
Log x x> 0 

fo = Log Ixl + in x < 0 

b) Compute ;:; in the distributions sense. (Use exercise 26) 
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c) Deduce that we have in ~'(IR) 

_1- .. lim _1_ .. - ino + pv! 
x + iO .-0 x + it x 

<>0 

d) h I I· 1 £ 1 Prove t at ---.. 1m --- .. inu + pv­
x + iO .-o-x.+ it x 

Deduce that lim (2 1 2)" o . 
• -0 n x + I! 
0>0 

Exercise 48 (see exercise 47) 
Using the following result (see exercise 47) 

show that 

x - iO 
. 1 
mo + pv­

x 

. eixt 
. 

hm --- .. 2mo 
1_+00 x - iO 

We recall that J: Si: x dx .. i 

Exercise 49 

Let a E IR +, On = 0Fn. Investigate the convergence of L anOn in ~'(IR) and in 8'(1R). 
neN 

Exercise 50 
a) Let (an) be a sequence of complex numbers such that 

pEN 

N 

Prove that the sequence TN = L an e2mnx converges in ~'(IR). We shall denote by 
oc; n=-N 

T = L an e2innx its limit. 

b) Show that 

dT 
dx 

00 

L (2inn)ane2i.nx 

and that II T = T where <II T, ((1) = <T, I -1((1) = <T, ((1(X + I». 
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'" 
c) We set S = L e2i

,"x 

'" Prove that (I - e2i
",,) S = O. Deduce that S = L e.o. and using b) I'rove that e. = e 

for all n E 1... 
d) Let us consider the continuous function 

Investigate a differential equation in £?'(!R) satisfied by f Prove that in )0, I[ 
f(x) = a(e20(x-I/2) + e -20(x-I/2». 

e) Applying tof' the jumps formula and using the differential equation found in d) 
find a relation between a and c. 

f) Compute the constant a by evaluating f~ f(x) dx in two different ways. Prove 
that c = I. 

Exercise 51 * 
Let P = L air, au E e, be a differential operator with constant coefficients 

l"lsm 
in an open set 0 in !R •. 

a) Let 0, be a bounded open subset of 0; we set 

Prove that E is a closed subspace of £2(0,). 
b) We assume that P satisfies the following property: 

(H) For every open set w in 0: u E ~'(w), Pu = 0 in ~'(w) imply that u E C"'(w). 

Let O2 be a relatively compact open subset of 0,. Prove that we can find a constant 
C > 0 such that for every u in E 

(I) f f l~ul2 dx ~ cf lul2dx 
}--J {ll (lX, 0 1 

. h h h iJu .. . (Hill!: S ow t at t e map u f-> oX
j 

111 contllluous from E, equIpped with the 

topology of £2(0,), to £2(02 ), using the closed graph theorem.) 
c) Prove that if P is a differential operator with constant coefficients satisfying (H), 

for every sequence «(kheN in en such that 

and lim I(kl +00 

we must have: lim 11m (kl +00. 
k-o,x; 
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. 
(Hint: Apply inequality (I) to the function u(x) = ei(x.(,) where (x. Ck ) = L Xi'~ 
for x e Q and Ck = (cl~ . ',' G) e C·, then use the inequality 

-Mllm 'kl ~ -<x, 1m 'k) ~ Mllm Ckl 

for xe Qd 
d) Give one (or several) operator which does not satisfy (H). 

l 

i-I 

Remark: A differential operator with constant coefficients satisfying (H) is called 
hypoelliptic. 

Exercise 52* 
Letfbe a holomorphic function in the subset of C, D = la, b[ x ]0, t51 where t5 < I. 
We assume that there exist two constants C > 0, A > 0 such that 

C t5 
(I) I f(z) I ~ 11m zlA for every z such that 11m zl :5: 2 

For y e ]0, t51 we define the functionf,.: la, b[ -> C by 

f,·(x) = f(x + iy) 

Our purpose is to prove that: 
(*) When y tends to zero.!,. converges in ~'(]a, b[) to a distribution Te ~'(]a, b[). 
a) Prove that in (I) we may assume that A is not an integer: A = N + IX, N E N, 

a + .u IX E ]0, 1[. [ b S ] 

b) For kEN and:: ED we denote by y. the subset ofC: ~2- + 12k' z and we 
set 

Moreover we set 

Po = Identity 

and 

(P"lf)(z) = f J(u)dll 
i'J.. 

u(:) = (PN/)(z), 

Prove that P dis holomorphic in 11m Z I :5: t5 and satisfies the same inequality as 

(I) for every z such that 11m zl :5: ~ and with A - I instead of A. 

Prove hy induction that 

t5 
(2) 3C1 > 0: "iIz: 11m 21 :5: 2N +1' 
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c) Prove that 

3Cz > 0: sup Iv(x + iYt) - v(x + iYz)1 ~ Czly:-· - Y~-·I; 
xela, b[ 

Show that the sequence (Vy) defined by v),(x) = v(x + iy) converges in ~'(la, b[), 

d) Show that for every k ~ I, (:xY(PJ) = fand conclude, 

SOLUTIONS OF THE EXERCISES CHAPTER 4 

Solution 42 

First of all, for e > 0, the function Ixl'-I is locally integrable so it defines a 
distribution on !R. 
Let f(I E ~(!R), supp f(I C {lxl :S M}. We have 

<T"f(I> =;f Ixl'-'f(I(x)dx = ;fM x'-'f(I(x)dx + ;fO (-x)'-'f(I(x)dx 
R 0 -M 

so 

Now 

f(I(x) = f(I(0) + XIlf(X) 

with IIf E CO(!R) and supillfl:s Co suplf(l'(x)l. So we have 
Ixl:s;M Ixl:$;M 

f(I(x) + f//( - x) = 2f//(0) + x( IIf(X) - 1If( - x» 

therefore 

f
M fM 

<T"f//> = f//(O)'e 0 x'-'dx +; 0 X'(IIf(X) - 1If(-x»dx 

Now for r. < I 

~\fM x'(IIf(X) - 1If(-X»dx\ :S e' Co sup (M, I)· M· suplf//'(x)l 
2 0 Ixl,;M 

and 
M 

e t x'-'dx = M' 
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Therefore 

lim (T" rp) = (lim M') . rp(O) = rp(O) = (15, rp) 

so lim T, = 15. 
e-O 

Solution 43 
For rp e !id(IR) we can write 

rp(x) = rp(O) + xrp'(O) + x 2 '1'(x) 

where 'I' E CO(IR) and sup I 'I'(x) I ,.,; Co sup Irp"(x)1 

Thereforerp(~) = rp(O) + ~rp'(O) + :2'1'G)so 

(. I) . I (I) 
(S., rp) = (Tn' rp) - nrp(O) - k~1 k rp'(O) - k~1 k 2 '1' k 

Since :21'1' (~) 1 ~ ~, the last term in the right hand side has a limit when 

n -> + 00. Therefore if we set 

the sequence (Sn) will converge in gJ'(IR) when n -> + 00 and the limit will be a 
distribution. So we must take 

One should remark that there are infinitely many sequence (Tn) which work. One just 
has to take more terms in the Taylor expansion of 'P. 

Solution 44 
1°) Let us set 

f.(x) ={ 0 

n2 

I 
Ixl ;:::: -

n 

I 
Ixl < -

n 
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a) Then for all x ¥ O,J.(x) converges to zero. Indeed for a fixed Xo ¥ 0 there exists 

an integer no such that for every n ~ no we have! :s;; IXol so I. (xo) = 0 'TIn ~ no, n . 

b) Let us show that U.) does not converge in ~'(lR). Let rp be in ~(IR) 

U., rp) = n2 fl/. rp(x)dx 
-1/11 

Let us assume that rp(x) = 1 for Ixl ~ I; then for n ;;l: lone has <I., rp) = 2n. 
2") Let us set 

gn(X) = 

a) Let rp be in ~(IR) 

1

0 Ixl ~ ~ 
n 1 - Ixl <-
2 n 

nflln n2 1 
<gn'rp) = -2 rp(x)dx = -2 -nqJ(~n) where I~nl :s;; --lin n 

therefore when n goes to infinity, <g., qJ) tends to qJ(O). 

b) Of course (gn(x» converges to zero for every x ¥ O. 

Solution 45 
a) If qJ E .'ZJ(IR\{O}) then qJlk)(O) = 0, 'TIk EN. By the Taylor formula for Ixl :::; M, 

qJ(x) = O(lxi"), 'TIp E N. So we have 

Therefore the sequence 

converges in C for every a E IIlL 
b) Let us assume a < O. For qJ E .'ZJ(IR) we have qJ(x) = qJ(O) + :n,,(x) where 'I' E 

CO(IR), then 
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so Ina[9'(~) - 9'( -~)JI ~ I~~J: 1'II(X)I)_a' Since a < 0, this proves that the series 

converges for all 9' e !,)(R). 
Let us assume a ~ 0, Let 'II e !,)(R) be such that'll = 1 for Ixi ~ 1, 'II = 0 ifixi ~ 2. 
Let us set 9'(x) = x'II(x) then 

na(ol/n - O-l/n, 9') ± na~('II(~) + 'II ( -~)) = }. 

Since a is non negative the series I: -ha diverges and the same is true for the series 
n 

given in the statement. 
c) For 9' E !,)(R) let us set 

This series is convergent in !')'(R) and defines a distribution Sa E !')'(e) since 

and a e [0, 1[. 
Moreover if 9' e 9"(R\{O)), 9"(0) = 0 so 

Solution 46 

k-I (<)(0) 
When ).->so, Ad tends to zero in !YJ'(IR). Indeed 9'(X) = L ~X'+Xk If/(x) so 

(I) <A;,. rp) = f':2 cos AX' If/(x)dx ;~O I. 

where If/ is continuous on [ -~, ~ J Therefore it is the Fourier coefficient of an 

integrable function. The Riemann-Lebesgue theorem implies that (I) tends to zero 
when ). -> 00. 

When A -> O. by the Lebesgue theorem and formula (I) we have 

I
'/2 

~i~ <Ad' rp) = -,2 If/(x)dx 
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Now If/(x) = 11: ll/'(X)- :~~ 1/'('1(0)* J x "# 0 

Therefore A A. k tends, when .Ie -+ 0, to the distribution 

I/' -+ <T, 1/'> = k I/'(x) - L 1/'('\0); dx f"/2 I [ k-' I] 
-1t/2 x ;""0 I. 

Solution 47 
a) For I: > ().t: is locally integrable so it defines a distribution. 

If I' + il:1 > I we have 

. I 
ILoglx + iell = Log Ix + lei::::; 2 Log(x2 + I) if e < I 

If Ix + iel < I 

ILoglx + iell = Log-
I

_
I
-.-

I
::::; LOg-III = ILoglxl1 

x + 1/; x 

Let I/' E !0(JR). Tben 

Jf,(X)I/'(X)dX = f Log Ix + iell/'(x)dx + if Arg (x + ie)l/'(x)dx = I, + il2 

By the above inequalities and since Log Ix + iel converges almost everywhere to 

Log Ixl when e -+ 0 we deduce that I, -+ J R Log Ixll/'(x) dx by the Lebesgue theorem. 

On the other hand: 

if x > 0, Ii~ Arg (x + ie) = 0 and if x < 0, li~ Arg (x + ie) = n. Now 
c-.O e-O 

IArg (x + ie)1 s: 2n x + it; x < 0 x + it: x> 0 

The Lebesgue theorem then implies that 

f
o 

~i~ 12 = in I/'(x) dx Q.E.D 

b) We can write fo = Log Ixl + inH( - x) where H is the Heaviside function. By 

exercise 26, (Log Ixl),= 1)[' I and (l1(-x))' = -J. Therefore 
x 

dfo I 
- = Pl'- - inJ 
dx x 
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d 
c) dx Log (x + it:) 

and 

so 

.. Indccd 
x + ,e 

dd
X 

Log Ix + i£1 - x 2 : £2 

d £ 
- Arctg - = 
dx x 

£ -£ 

x2 --£-2 - x2 + £2 

1+-
x 2 

d x - ic 1 
dx Log (x + ic) = x2 + c2 = X + is 

Since the derivation is continuous on .@'(JR) we deduce from question a) and b) that 

lim _I - = lim dd I, = dd 10 = pv.!. - in,) 
,~o' x + is ,~O x x x 

d) Let us set £ 
1 1 

-CX, cx > O. Then -- = ---.- where y E JR, y = -x. 
x+is Y+lcx 

From c) we get 

so 

I
. lIs 
1m --.- = pv- - inu 

.~o' y + ICX y 

. 1 1. 1 I 1 
hm -- = -pv- + m,) = pv- + in,) for -pv- = pv­
,~O X + i£ Y x - x x 

Therefore 

,) = -'-lh.·m _L_ - lim _I_J = lim £ 
2in ,.0' x - i£ .-0' x + is <-0' n(x2 + £2) 

Solution 48 
First of all 

Pv! = !llim _1-. + r 1 J r x 
x 2 ,-0' x + 1£ ,~':! x - i£ = ,~':! X2~ 
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Now 

so 

(2) ine"'O = inO 

On the other hand for Ifi E ~(~), sUPP Ifi C {Ixl s M} we have 

(
e;Xlpv!, Ifi) = (pv!, e;XlIfi ) = lim f e;"Ifi(x) dx 

x x , __ 0 t.:51xl:o<;;M X 

f e~XlIfi('~~dx = fM ~"'~<:~2dx - fM e-;XlIfi(-x)dx 

.. sl .... lsM X t X (; X 

Since Ifi(X) = 1fi(0) + XIIf(X) where IIf is continuous on ~, we get 

f 
e"'lfi(x) fM e<XI - e-<XI fM <XI <XI 

---. dx = 1fi(0) ---- dx + [e lIf(x) + e 11ft - x)]dx 
tSI).lsM x t: xc, 

f
M . fM 

2ilfi(0) , sm~xtdx + I [e"'IIf(x) + e"'IIf(-x»)dx 

~ -----v------' 

~ ~ 

I, = 2ilfi(0) fM sin xt d(tx) = 2ilfi(0) J'M si~)'d)' 
, [X " Y 

Since the function sin)' is continuous at the origin the Lebesgue theorem gives 
y 

J
'M . 

. sm l' 
hm-·:·dl' = 
r·n Ir y - J

I.\( • 

SII!-.r d l' 
n Y . 

so 

J
'M sin I' 

lim I, = 2ilfi(0) --' dy 
I ~O 0 )' 

Using once more the Lebesgue theorem we get 
M 

~i~ J, = 1 [e<XIllf(x) + e "'1If( - x») dx 

Therefore 

(e;Xlpv~, Ifi) = 2ilfi(0) fM Si~)' dy + 1M [e;"IIf(X) + e-<X'IIf(-x)]dx 
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When 1 goes to infinity we get 

lim J'M Si~dy = JX sin y dy = ~2 
I" 0 Y 0 Y 

By the Riemann-Lebesgue theorem we get 

M 

lim J e;XlIIf(x)dx = 0 
/-. x 0 

so 

(3) lim / e"'pl'~' 1fJ) = illq>(O) 
I .~ 1 \ x 

ill<(). q» 

and the result follows from (I). (2). and (3). 

Solution 49 
N 

• Let us set S \ = L a",)". Let IfJ E .SI'(IR), and M > 0 such that sUPP IfJ C {lxl :-; M}. 
11-0 

N M 

(S,. 1fJ) L a"lfJ(n) so lim (SN' 1fJ) = L a"IfJ(n) 
II I) IV o·s n=-{j 

therefore S.,. converges to a distribution T when N goes to infinity. for all a E IR + • 

• If IfJ E C' (U~) we have 

N 

<S,.IfJ) L a"lfJ(n) SOSN EC ' 
11-=0 

N 

I fa :2: I let us take IfJ == I then (S N' 1fJ) = L a" which tends to infinity when N --+ OCJ. 
o 

If (/ < I let us take lfJ(x) = exp (x . Log ~) = G),. Then 

<S,.IfJ) = ~ a"(~)" N + 
11=0 a 

Therefore in all cases the series ~ a"()" diverges in C'. 

Solution 50 

N an 2in:nx 
a) Let us consider the sequence st) = L -(2' )P+2e . If n '" 0, we have 

II=' -N Inn 
11#0 

I_an I<S 
(2illn)p+2 = n2 
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Therefore when N ...... rt:J, c~;:) converges uniformly, so in !?iI'(IR), to a continuous 
function S(p). Moreover 

Since the derivation is continuous on ~'(IR) it follows that TN converges in ~'(IR) to 

( 
d )P+2 

the distribution dx Sip) + 0Q' 

b) d TN ;, (2' 'i •• , N I 2 ) I C p + lb' ) h "". = t..- mll)on e' . ow (inll an ~ II so y questIOn ate 
dx N 

+oc 

(d) . dT sequence d~ TN converges In !Z"(IR) to dx and to L (2inn)ane2mn ,. 
x 

By definition, if rp E SiJ(IR) we have: 

(TIT, rp) = (T, T lrp) = !i~ (TN' L1rp) !i~ ~ L ane
2mn

,rp(x + I)dx 

lim £ an I e 2ino"rp(x)dx = lim (TN' rp) = (T, rp) 
N~x -N R N~x 

i.e., TIT = T in ~'(IR). 
c) First of all by question a) S makes sense. On the other hand we have in SiJ'(IR): 

(I - e2i
'

X )S = lim (I - e2inx )SN 
N-oc 

lim (e -2inN, - e2i.(N+ I)X) = 0 
N-oo 

Indeed for rp in SiJ(IR) we get: 

= IR e'2mNXrp(x)dx - fR e2in(N+ I),rp(x) dx 

= -=-!.. f e'2i.NXrp'(x)dx - I I e2i.(N+I)Xrp'(x)dx 
2inN R 2in(N + I) R 

so 

l(e 2mN
., - e 2m

(N+I)" rp)1 s ~ t Irp'(x)ldx ...... 0 if N ...... OCJ 

In the intervalj- N, N[ the zeroes of the function e2inx - I are 

- N + I, -N + 2, ... ,0, 1,2, ... , N - I 

102 



CHAPTER 4. SOLUTION 50 

If x E)- N, N[ we get e' ''' - I = II(X)(X + N -- I) - - - (x - N + I) with II(X) #- 0, 

therefore in this interval 

(x + N - I)'" (x - N + I)S = O. 

Now if a, ... ak are distinct real numbers, the general solution of 

(x - a,) ... (x - ak)S = 0 

in the distribution S = C,.5a , + C2 .5a , + ... + Ck .5a •• 

It follows that: 

N , 

I Cn(IJ(n) '!I(lJEP()-N,N[) 
N+ , 

so S = I CA,· 

On the other hand T,S = S, i.e. <S, T,(IJ> = <S, (IJ>, '!I(IJ E £0(IR). 
Let (IJ E £0(]n - !, n + m be such that (IJ(n) = I. We get 

<S, T ,(IJ> = Cn -, = <S, (IJ> = C n 

'" 
which implies that Cn = C. '!In E Z, so S = C I .5n 

d) By question b) we have in £0'(IR) 

d'f 
i.e., dx' - 4n'r = -4n'S. 

d'f 

dx' 
-I 

'!In E Z 

4n2n2
• 2mnt" 

+ 4n'n' e 

Since S = C I "n' for (IJ E £0()O, I[) we have <S, (IJ> = 0, so in £0'(]O, I[) 

d'f _ 4n'f = 0 
dx' 

We know that the distributions solutions of this equation are C" functions and that 

this equation ean be solved by the usual methods so 

f(x) = C, e2u + C,e- 2,x 

Let liS set l, = II, e ',l, = a2 e' we get 

.t(x) = II, eh (, 1m + II, e 

Since f is periodic with period I we have f(O) = f(l) so 

and a, = a, = a. 
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c) Thcjump's formula applicd tofin )-1, I[ gives: 

wherc/" is the second derivative of/in ~', un} the distribution given by the function 
fn in the set)- I, O[ U )0, I [and (Jo is the jump of the first derivative at the origin. Now 

so 

(Jo = ['(0) - ['(I) = a(2ne" 2ne" - 2ne" + 2ne ") 

(Jo = 4na(e -" - e") 

In = {/"l + 4na(e " - e")<>o 

thcrefore 

/" - 4n 2f = un} - 4n 2U} + 4na(e'" - e")<>o 

Now!" - 4n 2f = -4n2C<>0 in )-1, I[ and un} - 4n 2U} = O. 
so 

and 

4na( c " - c" )<>0 = - 4n 2 ('<>0 

e1l' - e J! 

C = -----a 
n 

f) First of all, by the uniform convergence of the series, we have 

f l f(x)dx = t - I -, fl C~i"'" dx = 1 
" • I + n- " 

On the other hand 

so 

I I fl ) I f(x)dx = a(I e 2"(x-I/2)dx + "e- 2
"(X-I/2)dx 

err - e-- n 

= a---­
n 

i.c. a = __ n_ .. _ 
e1!' - e 11" 

en: - e- n 1l 

It follows that C = n x e" _ e" Q.E.D. 
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Solution 51 
a) Let (Uk) be a sequence in E which converges to U in U(Otl. 

Then it converges to U in .0"(0,). Indeed if rp E '@(Otl we have 

I<u, - u,rp)1 = IL (uJ'() - U(X))rp(X)dXI 

:'S: (L lu,(x) - U(X)I2 dxr2(L Irp(X)I2dX) 

The derivation being a continuous map in .@'(O,), the operator P is continuous from 
.@'(O,) to itself. It follows that (Puk ) converges to Pu in 9&'(0,). Since PUk = 0, for all 
k, it follows that Pu = 0 so U E E. 

b) By question a) E is a complete subspace of U(O,). a 
If P satisfies (H) then every u in E is actually a C'l· function in 0,. It follows that -a u E 

x
J 

U (02)' I :'S: j :'S: n, where 02 ceO,. 
I 

If we can show that the map 

E'3 U I-> ~u E £2(02) 
( X, 

has a closed graph it will follow from the closed graph theorem (which can be used 
here since E and U(02) are complete) that this map is continuous, which proves (I). 

Let (u,) c E be a sequence such that (Uk) converges to u in E and (~::) converges to v 

. I h ~ In U(02)' Wc lave to prove t at t' = -a . 
x

J 

Since convergence in U implies convergence in qJ' it follows that (u.) converges to u 

in .0"(0,). By the continuity of the derivation in 9&', (~::) converges to :;j in .@'(Otl 

and then in .0"(02)' Since (a aUk) converges to v in 9&'(02) we get v = aau 
~ ~ 

c) Let (, = ¢k + i"k E 2", ¢k E !Rn'''k E !R n. Let us assume that P«(k) = O. Let us set 
n 

U = e i
('.,,) where <x, 0 = L x

J
' C. Since u Ee' (!Rn) it belongs to U(Otl since 0, is 

1= I 

bounded. On the other hand 

L a.(i(k)"ei<x.(,) = P«(k)e'<x,(,) = 0 
Icxl$m 
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So U E E. Applying inequality (I) we get: 

(2) JI IW2 t, e 2(-..,) dx ;;:; c t, e 2(-..,) dx 

since le'(";')1 = e (, .• ,). Now by the Cauchy Schwarz inequality 

Since 0 1 is bounded we have Ixl s M (where M is a constant) for x in 0 1 , Then 

It follows from (2) and (3) that 

where )l(0;) is the measure of 0;, i = I, 2. So we get 

therefore ifl(,I' 'f', 11m (,1 0 1'"1-+ 'f,. 
d) Let us consider the diflcrential operator in 1h!2 

P((l il) = --- + ---- = .- --Ie iF 1£1 (1£1)2 
", i ill ilx 2 i (ll i i!x 

The polynomial associed with this operator is 

It follows that 

P(~, ~2) = 0 for all ~ E lR. 

The sequence (, = «(l, (f) in (:2 where U = C;, E lit (l = (C;,)2 E Ihl satisfies 

P«(,) = 0, 1(,1 -+ OCJ if 1c;.1 -+ OCJ but 1m (k = O. By question c) this operator is not 

hypoelliptic. 

Solution 52 

a) If A E N one has just to remark that inequality (I) is also true with A + IX where 
ex E ]0, I[ since,) < I. 
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b) PI/is holomorphic since it is a primitive of a holomorphic function. As a 

parametrization of y, we shall take 

a + b 
x(t) = tx + (1 - t)-2-

15 
y(t) = ty + (I - t)2 

then du = dx + idy = [x'(t) + ;y'(t)Jdt = [(er - a ; b) + ;(y - ~)}t 
We get 

l( lI+h) ( '»)lJ'"( a+h (I' J)(:) = x >- 2 + i Y - 2 ,,.' tx + (I - t) 2 

The inequality (I) applied to f gives 

I(Pt/)(z)1 ~ I(\" - a ; b) + ;(y - ~)III Ity + (Id~ t)t5/2IA 

Let us set 

we get 

" I( a + h) "( 15)1 I f' ds I(P,J)(z)l:s; x - --2- + I )' - 2 y-= 15/2 .2? 

so 

I(PJ)(:)I :s; I(x - a_; ~) + {v - ~)I(A _ 1):15/2 _ y)[yAII - t5!-IJ 

,) 15 15 
Now Ixl :s; lal + Ihl,O < y ~ 4 then 2 - y :2: 4 so 

15 
for all )' such that 0 < \' < -" . . - 4 

Let us assume now that 

" C' 
I(P, f)(z) I :s; AI 

y 

3C> 0: 
Ck 15 

I(Pd)1 :s; 11m zlA k for 11m zl :s; F' 
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In the same W,ly as before we get 

I(PH,.f)(z)1 ::; f',[h; for y ::; 2:+2 
Inequality (2) follows from the above inequality with k = N - I since A - N = IX, 

c) Let)'" Y2 be such that 

t5 b 
1),,1::; 2N'2' IY21::; 2N+2' 

We have 
11 h 

r(x -t iy,) r(.\ I iI',) J, U(IX)OIX - L I/(/!)d/! 

where 

y, = [~;~ + i2~+"x + iy1 [
a + b t5 

Y2 = -2- + i 2N+" x + 

Since U is holomorphic in D we have 

vex + iy,) - vex + iY2) = r' u(x + is)ds 

By (2) 

sup 11'(x + iy,) - vex + iY2)1 ::; f'· ~ds ::; Cly: -, - yi 71 
tr:cja,h[ j"1 S 

Therefore the sequence (vrl defined by Vy(x) = vex + iy) is a Cauchy sequence in the 

complete space CO(]a, b[), So it converges i.e, there exists ['0 E C°(Ja, b[) such that v, 
converges uniformly, on every compact in lao hI, to I'", In particular 1\ converges in 

9'()a, h[) to /'0' 1m 

( (7) 
d) ~,~, (PJ)(;:) 

x x + h Rc 
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where 

" = l~b + .J I /" 2 'l'x+ 1+ 

Therefore 

: (PI n(z) = lim -h fit + iy)dt = f(x + iy) = f.{x) ( ) 
I f"h 

(IX h .0 \ 

Let us prove, by induction, that 

~x (PJ)(z) = },(x) ( ;) )" 
We saw that this is true for n = I. Let us assume this is true for n - I. Then 

( (1)'" (o)n-Il(o) 1 ex (P".f )(z) = ox ox PJ/2"(P" .. tJ)(z) 

In the same way we have 

and from the induction we get: 

- (PJ)(z) = - (Pn-In(z) = f(x + iy) ( 
il )n (0)" I 

ex ilx 

It follows that 

- (P f) = - v = f (
8)N+1 (8)N+1 

(Ix N+I. Dx 

( 

1 )N+ I ;'( I" =.f~ 

Since 1\ converges to Vo in !ZJ'(]a, b[) and since the derivation is continuous in 

!Jl'(]a, h[) it follows thatf,. converges to c;'xr+11,o in 0l'(ja, b[) when y -+ O. 

Q.E.D. 
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CHAPTER 5. BASICS 

BASICS CHAPTER 5 

a) Convolution of distributions and functions 
Let TE 6'''(IR'') and rp E C(IR") (or TE.E&'(IR") and rp E P(IR")). The convolution of T 

and rp is the C' function T * rp defined by 

(I) ('I'. rp)(x) = <'1'" rp(x - I» 
In particular we have 

(2) (T * rp)(O) = <T, i(J) where i(J(I) = rp( - t) 

b) Convolution of a distribution and a distribution with compact support 
Let T E C'(W), S E P'(W); the convolution T * S is the distribution which is 
defined for rp F '/(IR") hy 

(3) (T. S, rp) = <1'" <S,' rp(x + y») 

This is another definition for T * rp: 

(4) <T*S,rp) = [T*(S*i(J»)(O) 

One can prove the equivalence of these two definitions. 
When S E CC«W) or T E P(IR"), the definitions (I), (3), (4) coincide, which implies in 
particular that if T E 6"(IR") and S E C(IR"), T * S E C"'(IR"). 

c) Properties of the convolution 
Let Sand T be two distributions, one of them with compact support. 

• Commutativity: S * T = T * S 
• Associatiz,ity: If U E o'(IR") we have 

(S * T) * U = S * (T * U) 

• DiUl'rentiation: For evcry ex F N" we have 

o'(S * T) = (o"S) * T = S * (o"T) 

• Unit element: For all Tin 01'(W) 

(5 * T = T 
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• Support: supp (S * T) c supp S + supp T = {x E \R", X = Y + ::, Y E supp S, 
2 E supp T} 

• Singular support: sing supp (S • T) c sing supp S + sing supp T 

d) Remark: 
One can define the convolution of two distributions in other cases than the one given 
in b), keeping the properties described in c) (See exercise 63). But we cannot define in 
general the convolution of two distributions keeping the properties c). 
See exercise 55. 

STATEMENTS OF THE EXERCISES* 

Exercise 53 
Let S E J '(\R) and T E 9'(\R). Show that for kEN: 

(1) x'(S * T) = It C)(.\:iS ) * (x' 'T) 

Exercise 54 (see exercise 21) 
Let p, q, m, n E N. Compute 

Exercise 55 

CHAPTER 5 

Show that we cannot define the convolution of three general distributions in the sense 
that it cannot be associative. 
(llinl: Find II E'Y", l' E t', II' E q,' such thaI (II * I') • \I' * II * (I' * \fl). 

Exercise 56 
Let A be a linear map from !ZJ(\R") to C X(\R") such that 

a) If (rp) is a sequence in !ZJ(\R") which converges to zero, the sequence (Arp,} 
converges 10 zero in C"(\R"). 

• Solutions pp. 118-134. 
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b) ThArp = AThrp for every rp E £il(lRn) and every h E IR n, where Td(x) = f(x - h), 
Show that there exists T E £il'(W) such that for every rp E £il(lRn). 

(I) Arp(x) = (T * rp)(x) 

(Hint: Usc the formula (T, rp) = (T. rp)(O) where rp(x) rp(-x).) 

Exercise 57 
a) Compute in £il'(lRn) 

b) Deduce that every distribution with compact support is a limit, in the 
distribution's sense, of a sequence of polynomials. 

Exercise 58 
a) Let S E $'(IR"), T E £il'(lRn). Show that for every a E IR one has 

e(il·<)(S * T) = (e(a.X)S) * (e(a")T) 

b) Let P(D) = I a.e)· where a. E IC. Find an operator Q such that 
1(1152 

e(a.,) P(D)T = Q(D)[e(a,x)T] for every T E £il'(W) 

c) Assuming that E E £il'(lRn) is a fundamental solution of P(D), find a differential 
operator whose fundamental solution is e(a. ,) E. 

Exercise 59 (see exercise 31) 
We recall (see exercise 31) that the distribution in W, n :;,: 2, 

{
Log, if n = 2 

E" ~ '" 'f' , 
" I n ~ .' 

( 

n 02
) satisfies /lEn = .I;;-z En = e"" where en is a constant. 

,=1 uX, 

a) Let rp E £il(lRn) be such that rp = I near the origin. Prove that'll = /l(rpE") - en" 
belongs to £il(IR"). 

b) Show that for i = I, n, o~, (rpEn) E V(IR"). 
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c) Let T be a distribution on W such that ~T • ...• ~T are elements of U(W). 
(XI ct'" 

Deduce from a) and b) that T belongs to Lt",(IR"). 

t:x('rels(' 60 
Let P "" L a.D' be a diffcrenti,,1 operator with constant c()cflicients in IW such that 

1~Is;m 

(*) P has a fundamental solution which is a r' function in the complement of 
the origin. 

a) Let qJ E '/(~") be such that qJ = I for Ixl :5 I. Show that'll = P(qJF) - J belongs 

III '..I(~"). 

b) Deduce that ifuE .'.I'(IR") is such that PilE C'(ITli") then uis itself a C' function 
in (R'I. 

c) Give examples (from Chapter 3) of operators satisfying (0). 

Exercise 61 
Let p F 9(1R") be sueh that p ~ 0 and J ~n p(x) dx = I. For £ > 0 we scI. 

p (x) = .. I .. p(~), and for U E gJ'(lR n
), U, = U 0 p,. Show that when £ -> 0: 

[ 1;" e ' 

a) If U E gJ'(ITlin), n, .... 11 in ~'(lRn) 

b) If U E C?(IR"), u, .... U uniformly 
c) If U E U(W), I s; p < + 00, u, .... U in U(ITli"). (Hint: Use b) and prove the 

inequality Ill' 0 p,II!., s; 1I1,IIL" "iIv E U(ITli"). 

Exercise 62 
We consider the space 

Hl(lW) = {u E U(ITlin), :;, E U(IR"). i = I, .. " n} 
with the norm 

(I) lIulil lIuIII,(~n) + i II ~U 112 " 
1=1 (lX i [lOR) 

a) Let 0 E £t1(IR"). 0 = I if Ixl s; I, 0 s; O(x) s; I. We set OJ'!:) 

U E H'(lRn); show that uk(x) = (OkU)(X) converges to U in H'(IR"). 
Deduce that H'(ITli") n t"(lRn) is dense in Jll(IR"). 

J 16 
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b) Prove that .P(~") is dense in HI(~") n C'(~"). Deduce that .P(W) is dense in 

III(~"). (Hint: Use exercise 61, question c) with p = 2). 

Exercise 63 
We set ~'f = (T E .<),'(W), supp T c:: [0, + CXJ[} 

a) Prove that if Sand T are in 0", one can define the convolution of Sand T by 

(S. T. rp) "" (S,. (T, .• !fl(x + .1'») 

and that S • T E O'~. What is the unit element for the convolution in .P'+? 
b) If T E Y'+ we shall denote by T 'the unique distribution X such that T. X = ,). 

Compute 11 ',W) ',(,)' - M) '. 

c) Let P(D) be a differential operator with constant coefficients. What does the 

distribution [pen),») 'represent? 

Lei: I' ...• :,.. be the roots of the equation /'(:) = O. Show that 

[P(D),») 1 = II e"x • 11 e"" •...• H e'm' 

Deduce tbat every differential operator (non identical to zero) witb constant 

coefficients on ~ has a fundamental solution. 

Exercise 64 

a) Find a fundamental solution for the operator (:X)', IE N\O. 

( ° )" ( a )'" b) Deduce a fundamental solution for the operator P = oX
I 

• .• OX" where 

If E N\O, j = I, ... , n. Assuming II = ... = I" = k + 2, prove that P has a 

fundamental solution which is a Ck function in ~n. 
c) LetfE g'(~") be a distribution with compact support of order kEN. Show that 

( 
a )H2 ( a )k+2 there exists U E co(~n) such that 0- . .. -0 - u = f. 

vX 1 OX" 

d) Let T E O"(~"). Using c) and a partition of unity, prove that there exist 

functions u, E CO(~") such that T = L o·u. in 'p'(~n) in the following sense: . 
"iIKc::c::G;l".3NK =N:<T,rp)= L (-I)",r u,o·rpdx 

1a:I<;;:N J R" 
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Exercise 65 (See exercises 47 and 61) 

Let T E &"(IR) and K supp T. For z = x + iy E C\K we set 

T(z) = -:- T,--- I \ I) 
2m t t - Z 

a) Prove that f is holomorphic in C\K. 

(H' -. af .af ) 
m!: Prove that T E C' m (x, y) and ilx + I ('y = o. 

(d)" / ' b) Prove that ([; f(z) = \ T" (~~) (t - z) 

c) Show that f(z) = O(I~T) when Izl -> 00 

d) Let If! E .si'(IR). We set 

If! (x + II:) = .- .. dl * . f. f rp(t) 
n R (t - X)2 + 1: 2 

Using exercise 47, d) and exercise 61, b), show that rp*(x + is) converges to rp 
in C"'. 

e) Let T E C'(IR) and rp E E0(IR). We set 

Show that 

T*(z) = [f(z) - fUll for 1m z > 0 

f P(x + il:)rp(x) lIx _. < T, rpO(x + il:» 
II 

f) Deduce that for all T E ,s"{IR) we have in !/"(IR) 

T = lim [f(x + ic) - f(x - ir.)l 
t: .. 0 

SOLUTIONS OF THE EXERCISES 

Solution 53 

By definition, for If! E .si'(IR), 

CHAPTER 5 

<Xk(S * T), If!) = <S * T, Xkrp) = <ST' <T,., (x + y)krp(X + y») 
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Now 

It follows that 

Now 

and 

It follows that 

so (I) is proved. 

Solution 54 

k ~ (k) . k . (x + y) = L. . x'y-' 
j:O } 

<T" yK-]qJ(X + y» = <yk-iTy, qJ(x + y» 

<S" x"l') = <XJS" '1') for all 'I' E C"'(IR) 

We know from exercise 21 that 

{

o 
xPJ(q) = P , 

(-I) q. J(q-p) 

(q - p)! 

if p > q 

if P ~ q 

It follows that 
a) If p > q or m > n then T = O. 
b) Assume p ~ q and m ~ n; then 

T = A J(q-p). J(n-ml 
p.q,m,tt 

where 

A = (_I)p+mq !n! 
p.q.m.n (q - p)!(n - m)! 
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On the other hand if T E $', S E qI' we have 

so 

Solution 55 

{
oaoP(S * T) = «(Jas) * «(JIlT) 

(J*S=S 

T = A -- -- (J * ") ( d)q "( d)" m 
p,q,m,1I dx dx 

Assume that we can define the convolution of three distributions u. 1'. II' in such a 

manner that (II * I') • II' = U * (/' * 1\'), Let us takc II = I. /' = ,5', II' = II. Then we 

would have 

d _ d 
u * v = I • J' = dx (I • J) = dx I = 0 

so 

On the other hand 

r * w = 

so 

which is impossible, 

Solution 56 

(u • [.) * II' = 0 * H = 0 

J' * H = ~(J * H) dx 

u • (/' • II') I. ,) 

~H = J 
dx 

If T exists it must satisfy <T, rp) = (T. ¢)(O) = (A¢)(O), 

Now. by hypothesis a) the map from St'(~") to iL 

rp f-> (A¢)(O) 

determines a distribution. Let us denote it by T. We have 

(Arp)(O) = (T * rp)(O) 

so 

(Arp)(x) ~. r ,(Arp)(O) A(r ,rp)(O) o. [I' * (r ,rp)j(O) 
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Indeed 

(T * r _,.qJ)(O) = <T" (r ,qJ)(tj) <T" qJ(x + I» = (T * qJ)(x) 

which proves (I). 

Solution 57 
Let qJ be in 0'(1R") and M > 0 be such supp qJ C {x: Ixi ~ M}. Let us set 

II' = r qJ(x) ~'~2(1 - ~)P' dx 
JI'i5W 1t P 

Let us set r = I'\" so dy = p" d\". We get 

I f (I ';;I,lrqJGi)dl' = n~" L lil'II'M{1 - -- qJ - d\' lyl2 )1" (J') 
1'.1 1" /I ~ n 1,",.\( 

Let r E IR" be fixed. For I' big enough we have 

so 

lim II' = -h f. e -I,·' dy . rp(O) = rp(O) 
f'.y n ;;" 

which means in '/'(IR") 

I· p I _ x - < 1m - -- - U 
" ( I 12)1" 

(1-+7. nn/2 p 

b) Let T E n"(IR") then T * PI' is well defined and is a ex function. On the other 
hand 

c"(T* Pp) = T* iYPp = 0 iflexl > 21'3 

so T. 1'" is a polynomial 
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Let us prove that T. Pp converges to Tin 2&'(IR"). 
Indeed if U E 2&' (or G') and rp E 2& (or C) we have <T, rp) = (T. r,il)(O) then 

< T. Pp' rp) = [(T. Pp) • r,il)(O) = [Pp • (T • r,il»)(O) 

since (T. Pp) E Coo and rp E 2&. It follows that 

and T. r,il is in 2&(IR"). By question a) we have 

lim <Pp ' T. r,il) = T. r,il(O) = T * r,il(O) 
(1--rJ:' 

so 

It follows that in 2&'(IR") one has 

lim T. Pp = T Q.E.D. 
p_oo 

Solution 58 
a) <S * T, rp) = <S" <T.., rp(x + y»), 'Vrp E 2&(IR"). It follows that 

«e(a·,)S) • (e(a,x)T), rp) = <e(a.X)S" <e(a")T" rp(x + y») 

= <S" <e(a.X)+(a·')T, rp(x + y») 

= <S" <T,., e(a.x+,)rp(x + y») 

= <S. T, e(a.,)rp) 

• iJ2 " iJ 
b) We have P(D) = ;'~I cYiJx;iJxj + ;~ d;iJx; + e and 

P(D)[e(a,X)T) = e(a")P(D)T + ± Cij(a;iJT + ajiJT)e(a.,) 
;.j~1 iJx; iJx; 
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It follows that 

e(u")P(D)T = P(D)[e(a.x)T] + f c,,(a,OT + aj OT)e(a.x) 
,.)~' ax) ox, 

+ Ct, cya,a) + ,t, d,a, + e)e(a,X)T 

e(a.,) P(D)T = P(D)[e(a.x>T] + f c'1(a,-1- + aj -1-) [e(a.x>T] 
/,J=I VXj uX, 

So we get 

e(u,X)P(D)T = [P(D) + ,.~, C'j(a,o~) + a)O~) + it, a,d, - ,.t, cija,aj + e]e(a,X>T 

e(u")P(D)T = Q(D)[e(a">T] 

c) Using b) we get 

e(a.x) P(D)E = Q(D)(e(a.x) E) 

Since P(D)E = 15 and e(a")d = 15 we get 

Q(D)(c(u,,) E) = ,) 

Solution 59 
a) Let us compute I{I = !!.(rpEn) - CJ We have 

n 0 oE 
tJ.{rpEn) = (!!.rp)En + rp(!!.En) + 2 ,~ 0; . ox~ 

Now 

since rp(O) = I. It follows that 

n orp oEn 
I{I = !!.(rpEn) - Cnd = (!!.rp)En + 2 ,~, ox, . ox, 

Since !!.rp and ::, vanish in a neighborhood of the origin and since En and ~!~ are 

C 7
• functions outside the origin it follows that 1(1 E C"'. Moreover the support of 1(1 is 

compact since it is contained in the support of rp. 
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b) We have 

First of all ~P..E" E 9i'(lR") c: L'. Moreover 
ox, 

1 

Xi 

aE ,2 
" -

('x, x 
(2 - n)--' ,." 

if II '" 2 

if n ~ 3 

We jusl have to prove that thc function q/I E r' for /I ~ 2. Lct us usc the polar ,.11 

coordinates x = r'w,rEjO, +OO[,WES"·'. Thcndx = r""drdwand 

f 'qJ(X)"X~'dX = f' f IqJ(r' w)i" I,~il. r" 'drdw 
r () s"- I r 

= t' t" IqJ{r' w)1 . Iw,ldrdw < + ef') 

since qJ E g(~n) and Iw,1 :;:: I. 
c) Let T E 9i'.{~n). With the notations used in question a) we have 

I 
T = T * b = C

n 

(T * /).(qJE,,) - T * 1fI) 

First of all IfI E'7(W) so T * IfI E C x (~n) C Lfo,(~")' 

Moreover 

Now ~f E U{~") and by question b) iJa>::~(qJE,,) E L'(~") so 

,t, ;~ * a:i(qJE,,) E u(~n) c Lro,(W) 

since the convolution of a function in L' and a function in U is in U. Therefore 
TE q".(~"). 
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Solution 60 
a) It follows from the Leibniz formula that 

P(IfJ£) = 2: II, 2: (pOl:)i)f'1fJ . C' I'E 
l:tl~m 11$ (X 

so 

(I) P(IfJE) = 1fJP£ + 2: II, 2: (pOl:)a PIfJ ' a"PE 
l:ll$m {is:t 

p#o 

Since £ is a fundamental solution of P we have P£ = " so 

m q>"/:' If') IfJ(O),) = ,) 

It follows from (I) and (2) that 

'II = P(IfJE) - ,) = 2: a, 2: (OI:)aPIfJ ' /J'-PE 
i:rl$m {J5,:l P 

lifO 

In 1Il1"\0. E is a C' function. Therefore'll E ex (1Il1"\0). But for p of. 0, (j111fJ = 0 for 

Ixl ~ I since IfJ = 1 there, so 'II = 0 for Ixl ~ I. It follows that'll E C f (1Il1"). 
Since supp 'II is included in supp IfJ we have'll E 0l(IIl1"). 

b) Let 11 E U'(IIl1") be such that PII E C X (lIl1n). We have 

11 = " * 11 = [P(IfJE) - 'Ill * 11 = P(IfJE) * 11 - 'II * 11 

This has a meaning since P(IfJE) E g' and'll E P(IIl1"). Now 

and 

11 = (1fJ£) * PII - 'II * 11 E ex (IIl1n) 

Indeed 1fJ£ E t, '(IIl1"), Pu E C' (1Il1") and 'I' E U(IIl1"), 11 E .9'(IIl1"). 

c) By exercises 29, 30, J I, the operators 

i' i' 
P = ._- + i-- in 1Il12 

('X 1".1' 

in IIl1" 

possess the property (*). 
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Exercises 23, 28, 51 give examples of operators which do not have the property 
described in question b). 

Solution 61 
First of all p, -+ J in $' when e -+ O. Indeed supp p c {Ixl ~ M} and 

fp,(X)rp(X) dx = r p(x)rp(ex) dx 
JlrlsM 

'<I II' E C"(lRn) 

Then: • p(x)rp(ex) -+ p(x)rp(O) a.e. if e -+ O . 

• II :!xISMJP(x)rp(ex)1 ~ sup Irp(y)lp(x) E L'(lRn) 
1"lsM 

The result follows from the Lebesgue theorem and from the fact that J p(x) dx = I. 
a) Let u E p)'(lRn) and II' E P)(IR") so U ,. II' E C~ and 

-<u ,. p" 11') = [(u ,. p,) ,. ifJ)(O) = [p, ,. (u ,. ifJ»)(O) = <p" U ,. ifJ) 

-Now U ,. if' E CCY) and p, -+ 0 in tf'(lRn) so 

so 

lim <u ,. p" 11') = <0, U ,. ifJ) = u,. ifJ(O) = < u, 11') 

b) Let U E C~(lRn) 

Q.E.D. 

u,. p,(x) - u(x) = f p(t)u(x - et)dt - f p(t)dt· u(x) 

lu" p,(x) - u(x) I ~ f p(t)lu(x - et) - u(x)ldt 
IllsM 

Since u is uniformly continuous on its support we have: 

Ix - yl < 1/ => lu(x) - u(y)1 < CI: 

Let us takee < !thenlx - el- xl = elll ~ eM < 1/solu(x - et) - u(x) I < CI:. This 

implies 

s~p lu ,. p,(x' - u(x)1 < CI: f p(l)dl = IX Q.E.D 

c) Let u E U(lRn). Since C~(lRn) is dense in U, there exists a sequence (u) in C~ such 
that . 

(I) '<IIX > 0, 3J: 
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Let /0 be fixed, /0 ;;, J. Then 

(2) lIu * p, - ulIL' ;£ lIu * p, - ui, * p,1I l' + lIui,· p, - ui,lIL' + lI ui, - ulIL' 

It follows from (I) 

IX 
(3) lIul, - ull 1'1"') < 3" 

Moreover by question b) we get 

'!I~ > 0,31:0: I: < Co => sup lUi, * p,(x) - Ul,(x) I < .5 
Now 

lIul, * p, - ui,lIL' = (L lUi, * p,(x) - Ui,(XWdXrp 

lIui, * p, - Uj,lIL' ;£ C sup lUi, * p,(x) - Uj,(X) I < C.5 
K 

So if I: < 1:1 

IX 
(4) lI ul, * p, - ul,lIL' < 3" 

Let us assume the following inequality has been proved 

(5) Ill' * p,IIL' :0::; IIvllL' '!IVE U 

Then we shall have 

IX 
(6) lIu * p, - uj, * P,III! :0::; lIui , - ulIL' < "3 

Using (2), (3), (4) and (6) we shall get 

'!IIX > 0, 31: 1: I: < 1:1 => lIu * p, - ulIL' < IX 

Let us prove (6). We have 

Since p, ~ 0 we can write p, = p:/p . P: -(1/p) if I < P < + 00. 

By Holder's inequality 

Q.E.D. 

f p,(t)l'(x - t)dt ~ (f p,(t)lv(x - t)l"dtrp(f [p,(t))[1 II/PIIQdtrq 

where ~ + ~ = I. Since q(1 - ~) = I and J p,(t)dt = I we get 

If p,(t)v(x - t)dti" ;£ f p,(t)lr(x - t)IPdt 
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Now 

by the Fubini's theorem. Therefore 

Q.E.D. 

For " = lone has to use Fubini's theorem in (7). 

Snluliun 62 

a) Let II E .?(/R"). () = I if Ixl s I, II = 0 if Ixl ~ 2, O(x) E [0, I). Let us set 

°k(X) = O(~) 
and for U E HI(/Rn): Uk = 0kU, Then Uk E C'(lRn) since Ok = 0 for Ixl ~ 2k. Let us prove 
that Uk E HI(IR") and converges to U in H'([Rn). Indeed 

I ~Ukl' S C(IUI 2 + I aU I') ax, ox, 

since 

Moreover we can write: 

IIUk - ullt 

+2: 0------n II aU aU II 
/-'--1 k (lx, ax, U(R") 

If v E U(IR") we have 
• IIk(x)I'(X) - I'(X) --> () a.e. if k --> CtJ 

• lOkI! - vi' ;;; 41vl' E V(lRn) since sup IOd ;;; 
It follows from Lebesgue's theorem that IIOkl' - VIlU(R') -> 0 when k -> 'X.:: this proves 
that CD and ill converge [Q zero. Term Q) is such that 
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1 "J'!l(} ( .) ! ' C /-;2 ,~ ,;X, k 11(.\) d \ ~ /-;21111111.' ! 
(l() ! since .sup ~l· (x) ~ ('I 

tERn (XI 

Therefore Uk E H'([R") n S'([R") and lIu k - ulI , -+ 0 when k -+ 00. Q.E.D. 
b) Let /fi E Sil([Rn), /fi ~ 0, be such that J R" /fi(x) dx = 1. Let us set 

and for U E HI ([R") n S'(Rn): u, = U * /fi,. Then u, E .@([R") c H'(IR") since /fi, E !Zi(IR") 

and U E rf'([Rn). Let us prove that u, -+ U in H'([Rn). 

1111, 11111 

It follows from exercise 61 that /fi, * v -+ t' in U(lRn) when e -+ 0 and v E U(lRn) so 

lIu, - ull , -+ 0 when € -> O. Q.E.D. 
Denoting by E the closure of E in HI (IR"), it follows from a) and b) 

0'(lRn) = H'([Rn) n Iff' and HI n 8' = HI so '@(IR") = H'(IR") 

Solution 63 
a) Indeed. for a fixed x in the support of S, < T,., /fi(x + y» has a meaning 

since L, /fi(Y) = /fi(x + y) has compact support in y. Moreover function x I-> 

< T" /fi(x + y» is C' with compact support. Indeed x + y E supp /fi, Y E supp T, 

x E supp S can be written: x z 0, y z 0 and Ix + yl :s; M so 0 :s; x :s; x + y :s; M 
and the formula is well defined. Moreover as in the case where S E S', T E .@' we have: 
supp (S * T) c supp S + supp T c [0, + 00[. 

Finally b E Sil'+ and () * T = T, '\;IT E .@'+. 

b) X* H = <)so"?_(X* H) = ~~so X* dH = b',i.e. X* b = b' and X = b'. In the 
dx ,)X dx 

same way (b') I = H. Finally 
X * (J' - ;,b) = b so X * b' - ),X * b = b. i.e. 

dX _ AX = b 
dx 

. du . 
Let us set X = e"'u then -d = b so u = H and X = He". 

x 
c) [P(OP1 I = X is slich that X * P(O)() = () so 

P(D)[X * b] = b i.e. P(D)X = b 

Therefore [P(O),)] I represents a fundamental solution of P(D). 
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If Zb ... , zm are the roots of P(z) = 0 we have 

P(z) -~ a(z - zd ... (z - zm) a # 0 

d 
Since P(D) is obtained from P(z) by substituting dx to Z we have 

P(D) = a(~ - 21) ... (~ - Z ) 
dx dx m 

Then 

P(D)l5 = a(~ - ZI) ... (~ - Z )l5 = W - zl(5) •...• W - z (5) dx dx m m 

Since we are in an algebra 

[P(D),)) 1 = !(c5' - ::mt5 ) 1 * ... * W - ::1(5) 1 
a 

Since thc convolution is commutative, using h) we get 

[P(D)t5) 1 = !.He'" * ... * He'm' 
a 

and 

[
I. . ~ 

P(D) -;;lfe"" * '" * He' m
') = u Q.E.D. 

Solution 64 

dlf . h . 'd' h . a) For / = I we have dx = t5 where HIS t e HeavlSl e functIon. If / ~ 2, we 0 tam 

(d)' (d )'-1 a fundamental solution of dx by solving the equation dx E = H. A solution 

is given by the formula E, = (I ~ I)! X'-I H(x). Indeed by the Leibniz formula 

E = '\' _._1 Cj ( "-I)(j)lfll-I-j) (<t
d\:)'- 1 '-I I . 

, J::O (1- I)! 'I x 

I '-2 I 
= __ -C'·I(X' I)II·IIH + '\' ---c (X'-I)(j)t5 11 · 2- j ) 

(/ - I)! ' I ,1.:0 (I -. I)! '-I 
'·1 I 

H + '\' e I( , I)U 11l5(i'I-jl 
j';:l (I - I)! ' I X 

'-I 

If + L a,.J x '-Jl5(i- I-JI 
j= I 

(d)"1 
dx E,=1f 

since x' it5(i- I-J) = O. 
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It follows that for IE N\{O} 

( 
d )I[ I 1- 'H] - t5 dx (I _ I)'X -

b) We deduce from a) that 

For I, = ... = In = k + 2 the fundamental solution is 

I H , H , H() H() -k'-"'-),X, ... Xn X,' .. Xn ( + I. 

It is a C' function. Indeed let us compute its derivatives up to the order k. It is 

suHicicnt to compute (J\}C\,k I 'II). for 0 ~ .i -<: k. in R 

(~)'(XH'H) = ± Cj(XHI)(I)H(J-/) 
dx I~O 

j-I 

= (xHI )U1H + L C!tXHI)(/Wi- I - I) 
I~O 

i- I 

= a,.ixk I iH + L bk.ixHI-It5(j'I-I) 
I~O 

Since k + I - I>.i - I - I, i.e. k + 2 >.i it follows that X
H l-lt5(j-I- ') = 0 so 

(~)}( HIH) = HI-iH dx x ak.}x 

Since k + I - .i > 0 the right hand side is a continuous function on R It follows that 
XHIH(x) E C'(IR) and x~+) ... x:+IH(x,)··· H(xn) E C'(lRn). 

c) Let f E C dk
) the space of distribution with compact support of order ::; k. Let 

P = ?;+2 ... ?;:2 and E be the fundamental solution of P given in b). Let us set 

u = f. E 

then Pu = f. PE = f * t5 = f Since f E C,(k)(lRn) which is the dual of Ck(W) the 
function u is given by 

u(x) = <f" E(x - t» 
< , > denoting the duality between C,(k) and C k

• It follows that u is continuous since if 
Xn -+ x, E(xn - t) -+ E(x - t) in C k so u(xn ) tends to u(x). 
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d) Let (QJ,) be a partition of unity subordinated to a cover of IR n
, i.c. IRn = U 0" 

QJ, c '.J!(!l,), and for evcry x E [W', L QJ}x) = I the sum being, for each .t, finite. , 
Let T E .@'(IR") thenJ; = 'P,T E C'(lRn). It follows from c) that there exists u, E eO(lRn) 

such that v"uj = J; where {x, = (k j + 2, ... , k
J 

+ 2), k j being the order of J;. 
Let K c IR" bc a compact. Then K meets at most a finite number N K ofn i . Moreover 

for 'P E qJ K(n): 

NK 

L <(i"u" QJ) 
,-I 

QE.D. 

Solution 65 
I . 

a) Since Z E C\K we have It - ::-1 > O. Let us set{(t, z) = 1-----.;. We are gomg to 
prove that fEe' in x. We have " 

(I) ~L"-~~~ iY~ -_X(x +iy) = \ TJ(t, x~Jz~y) ~f(t,_~~~) ) 

ret, x + II + il') - ret, x + il') . 
Now the sequence II 1-+ ---··----71---'------··-"-- converges III eY(IR,). 

. (O)k . Indeed hy the Taylor formula apphed to g = 21 f we get: 

g(l, x + II + iy) - get. x + iy) = II ~g (I, x + iv) + 
IX 

f
' iPg 

+ (I - S)1I2 r":r2(1, sex + II) + (I - s)x + iy)ds 
il 

It follows, with z = x + iy: 

I
g-(-I,-X-+---II_+ _1_>_') -..!i(t, x+ iy) _ G.g(1 Y + I I(G2g) I 

II ox ,.. iy) ~ elllll/uf~1 h2 (t, z') 

. ... g(l, x + II + iy) - g(l, X + iy) . 
[hIS lIlequahty shows that ---------h-------- converges umformly on 

ilg .) I' hI' cvery compact to I~~' (I, x -+- /I', W lie proves our C ,um. 

Morcovcr it follows from (I) that 

(2) ~r(x + iy) = / T, ~l(r, x + iY») 
~x \ (X 
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In the samc way we provc that f is C' in y and that ~T in given by the same formula 
as (2). It follows that (Y 

aT I of ) 
iJz(z) = \ T, Jj(t, z) = 0 

since the functionf(t, z) = _1- is holomorphic in C\K, ¥: = O. 
t - Z liZ 

Therefore Tis holomorphic in C\K. 
b) Let us prove the formula by induction on /1. The formula being true for /1 = 0 

we can Sllpp(ISe that 

(d)" I _ I (/1 - I)! -n) 
d~ T(z) = \ Tn -~(t - z) 

As in question a), taking.f{I,::) = (/1 ; I)! (t - ::)n, we deduce that Tin-I) is a CI 

function and since m 

we get 

c) Since T E t,'(IR) we can find an integer k, a compact K and C > 0 such that 

II T, - ~·-=)I ~ C i sup li)~(-~)I ::; C' p! i sup _ I p+) 
\ {... {I=O {EK (... p=O leK It zl 

Since IE K we have It I ::; M and if z is big enough, Izl ~ 2M, we get 

II - ::1 ~ IItl - Izil = Izl - III ~ Izl - M ~ ~Izi 

If we take 1::1 ~ sup (2M, 2) we get 

It - :1,+1 ~ 01:/)"+1 ~ llzl 

so 

- C I T(z)1 ~ [Zj for 1::1 --+ OCJ 
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d) Using qllestion d) in exercise 47 we get 

Now for rp E !?ii(IR), 

lim (2 e 2) = a 
HOO 7l X + e 

rp*(x + ie) = __ e __ * rp and (a~rp*)(x + ie) = 7l(x
2 

e+ e
2

) * a~rp 
7l(x2 + r. 2 ) 

From question b) in exen;isl: 61, since a~rp E C~ for each k, we deduce that 
«a:rp*)(x + ie» converges uniformly on every compact to a:rp'Vk, i.e. rp*(x + ie) 
converges in ex to rp. Q.E.D. 

e) f(:::) - f(f) = 2:71 ( T" 1 ~ z - t ~ f) 

f(z) - f(f) = ~(T" 0=-xf'+-y2) if z = x + iy 
It follows that 

e I 
T*(x + ie) = <T" P,(x - t» where PJ>;) = - . -2---2 

7l X + e 

Since <u, 1fI) = (u * ifr)(O) where ifr(x) = 1fI( - x) we get 

< T, rp*) = (T * ¢*)(O) now ¢* = (¢)* (change t to - t) 

and r(x + il:) oc rP * 1', so < T, rp*) = (T * rfJ * 1', )(0) 

<T, rp*) = I(T * 1',) * rfJ)(O) 

since the convolution is commutative and associative for T E C', rp E !?ii'. It follows 

<T, rp*) = <T * P" rp) 

since T E 6' then T * P,(x) = <T" I',(x - I» = T*(x + ie) so 

< T, rp*) = < T*(x + il:). rp) Q.E.D. 

f) From e) we get 

<f(x + ie), rp) - <f(x - ie), rp) = <T, rp*(x + ie» 

By d) rp*(x + ie) converges to rp in ex. Since T E 6'(1R) the right hand side converges 
when e -> 0+, to <T, rp), i.e. 

<T, rp) = li~ I<f(x + ie). rp) - <f(x - ie), rp») 
t .. 0 

'Vrp E !?ii(IR) 

so 

T = li~ I<f(x + ie) - f(x - iF.») in !tl'(IR) 
[ .0 

Q.E.D. 
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CHAPTER 6. BASICS 

BASICS CHAPTER 6 

a) The space Y'([R") 

It is the space of all u E C'([Rn) such that for all ex and P in t\Jn we have: 

(I) lim Ix'aPu(x)1 = 0 
I'I""J" 

The topology on .'I'(IR") is defined by the denumbrable set of semi norms 

(2) P,.p(u) = sup Ix'aPu(x)1 
'tER" 

This topology is mctrizablc and gives to Y'([R") the structure of a complete metric 
space. 
We have the inclusions 

!ZJ([Rn) c ,,/,([Rn) C C([Rn) 

b) Tbe space Y"(W) of tempered distributions 
.'/"([Rn) denotes the topological dual space of .'I'([Rn), in other terms the space of linear 
continuous forms on .'I'([Rn), 

One can show that we have the inclusions 

8"([Rn) c .'I"([Rn) c !ZJ'([Rn) 

,'I'([R") c U([Rn) c .'/"(W) l~p~CX) 

This is a characterisation of ,'/"([Rn). A distribution Tbelongs to Y"([Rn) if and only if 
it is a linear form on .'I'([Rn) and we can find C > 0, ex, P E t\Jn such that 

(3) I(T, rp)1 ~ C sup Ix"aPrp(x)1 
XER

JI 

for all rp in .'I'([Rn) (or I(T, rp)1 ~ C sup (I + Ixl2)k L la'rp(x)!). 
XERJI 1111:-:;;/ 

c) Structure of elements in ,l/,,([R") 

A distribution T belongs to .'I"([Rn) if and only if there exist m E t\J, ex E t\Jn and a 
function f continuous and bounded on [Rn such that 
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d) Fourier transform in Sf'(IR") 
• For 'P E Sf(IR") we shall denote by :F 'P or rP the Fourier transform of 'P: 

(5) qJ(~) = r e-2"'(X'~>'P(x)dx 
JR" . 

where (x, 0 = L Xj~j' 
j-I 

We shall denote by ''P the function defined by 

§'P(~) = rP(-~) = fe2m<',O'P(X)dX 

Then :F and § are automorphisms of Sf(IR") and for every 'P E Sf(lRn) we have 

• Let T be in .'I"([Rn), We define the Fourier transform :FT (or f) of T by: 

(7) <:FT, 'P) = <T, .'#''P) for all rp E .'I'([Rn) 

In the same way 

The maps :F and ,C;: are automorphisms of i/"([J;ln) and 

(8) .'~T = :F(t) where <t, tp) = <T, rfJ) and rfJ(~) = tp(-~) 

(9) §:FT = :F.'~T = T for all TE i/,,([J;ln) 

• Iff E U(W) c Y"([J;ln) then 1 E U([J;ln), .q;:r E U([J;ln) and 

(10) IIlllu(R"l = IIfllu(R"l = lI§fllu(R"l 

• If TE rff'([J;ln) c Y'([J;ln), the Fourier transform of Tis a Coo function and is given by 

e) The Paley-Wiener-Schwartz theorem 
Let TE r\"([J;ln), the Fourier transform of Tcan be extended to en as an entire function 
given by I-(z) = < T" e 2m(",,). Moreover: 

There exist constants C, A, an integer N E N such that for all Z E en 

(12) IF(z)1 s C(1 + Izl)N eA11m ,I 

Conversely for every entire function on en satisfying (12) there exists T E tcf'([J;ln) such 
that fez) = F(z) for all z E C. 



f) Fourier transform and convolution 
If U E tS"([J;l"), v E .'I"([J;l") then U • v E Sf'([J;l") and 

(13) §(u * v) = §u . §v 

This makes sense since § U E C"'(IR"). 

,: 

g) Fourier transform, derivative and product by xl 

In what follows we shall denote 

I 0 
(14) D = -'-

J 2in oXj 

and for ee = (eel> .. " ee") EN": 

Then. for all T E .'I"([J;l") 

{.~(D'T) = C§T 
(15) .¥(x'T) = (-I)I'ID'(.~T) 

h) Differential operators and Fourier transform 

CHAPTER 6, BASICS 

To each polynormial P(';) = L a,';' of order m in [J;l", with complex coefficients 
1IX15 m 

we associate the differential operator with constant coefficients: 

P(D) = L a,D' 
Icrlsm 

where D' , • d I 0 D ' , , ' D "an D = --
I " J 2in ox

j
' 

We have 

....---.. 
(P(D)u)(';) = P(.;)u(.;) 

for all u in .'I"([J;l"), 

Remark: 
Several authors define the Fourier transform of a function /fJ E Y([J;l") by 

q3(';) = f c v"';)/fJ(x)dx 

Then § /fJ(';) = q3(2n';), and all the formulas differ from the above formulas by 

constants which are powers of 2n, 
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i) I~aplace transform of a distribution: 
Lct T be a distribution on ~ whose support is contained in ~ + = Ix E ~, X ~ O}. Let 
us assume that there exists ¢ E ~ such that e -" T E Y"(~); then we define the Laplace 
transform .~ T of the distribution T by the formula 

(16) (2'T)(p) = (T, e r') 

which makes sense for p E IC, Re p > ¢. Indeed let IX be a CO< function with support in 
~ +, equal to I in a neighborhood of the support of T. For Re p > ¢, the function 
O'(x)e II' i)' belongs to .'I'(~) and (16) can be written 

(T,e 1") = (c "T,IXc I/' ()') 

The right hand side makes sense thanks to our hypothesis. 

j) Properties of the Laplace transform: 
I) The Laplace transform of a distribution T is a holomorphic function In the 
domain where it is defined. 

2) 2'[(:\,)'"T}P) = pm2'(T)(p) mEN. 

3) l (tr;)"'Y'(T)}P) = (-p)"'Y'(T)(p). 

4) If Sand T are two distributions with support in {X: x ~ O} having a Laplace 
transform for Re p > ¢l and Re p > ¢2, one can define S * T (see exercise 63); 

moreover S * T has a Laplace transform defined in Re p > Max (¢ l' ¢2) and 

2'(S * T)(p) = 2'(S)(p) . 2'(T)(p) 

5) If Y'(T) vanishes for Re p > ¢ then the distribution T vanishes. 

k) Inverse Laplace transform 
We have the following result: 
6) A necessary and sufficient condition for a function F(p) to be the Laplace 
transform of a distribution WIth support in {x: x ~ O} is that: 

* F be holomorphic in Re p > ¢, ¢ E ~ 

• IP(p)1 ~ P(lpl) Re p > ¢ 

where P(lpi) is a polynomial in Ipl· 
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STATEMENTS OF THE EXERCISES* CHAPTER 6 

Exercise 66 
Let A be a real symetric matrix such that 

(I) 3~ > 0: "Ix E W(Ax, x) ;:;: ~lIxll2 

n Show that the function e-(Ax.x l is in V(~) 

2°) Our purpose is to compute the Fourier transform of e -(Ax.xl 

a) Discuss the case n = I. (Hint: Integrate the holomorphic function e -a,' along an 

appropriatc contour. We recall that In e- X
' dx = j1t). 

b) Discuss the case where A is diagonal. 
c) Using an orthogonal matrix V (i.e. 'V = V- I) to put A into a diagonal form, 

deduce from b) that 

Exercise 67 
For mEN we define the Hermite polynomials H", by 

and the Hermite functions by 

(2) .;r"",(x) = e rr<' H m(x) 

I') a) Compute H,(x) i = 0, 1,2,3. 
b) Show that for m ;:;: lone has: 

(3) (:~)'"+I(e ~",) + 4nx(:\,)'"(e 1rr<') + 4mn(:\,)'"-I(e- 1n<') = 0 

Dcoucc that 

(4) (1.~)rH"'(X)1 = 2 .... r;;;;tHm _ , (x). 

(5) 2Jn(m + I)Hm+,(x) - 4nxHm(x) + 2....r;;;n Hm_l(x) = O. 

(continuation page 142) 

• Solulions pp. 149-1 R I. 
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c) Compute 11",(0). Show that 

(6) Ii (0) = 2 1'4(-1)"J(f,l)! 
2n n!2" 

2') a) Show that ,tf'", is an element of the space .'I'(IR) and that 

(7) L*,.(y)·*.,(X) dx = (l"., (i.e. = I if I' = q. = 0 if I' -# q) 

(Hint: integrate by parts) 
b) Using the value of § e ,,' found in exercise 66. show that [.1".Ji'",)(¢) = 

(- i)"'.Jf'>n(¢)' 

3') If T E .9'''(IR) we shall call "devcloppement of T in Hermite functions" the series 

L a",(T)Yf", where 1I",(T) = <T. ,1f'",) 
m"'-O 

a) Determine the development of" in Hermite functions. 
b) If T E Y"(IR) we consider the transformations :Y + and:Y defined by 

Show that 

- dT 2 
.'1, T = dx + nxT. 

dT 
:Y T = -- + 2nxT 

dx 

.:1+(£m) = 2jmii,t('", 1 form;:o: I 

.:1 (Jf",) = 2~T).#' m+ 1 for m ;:0: 0 

c) Using the transformations I + and'y . show that if rp E ,'/', the sequence 
(am(rp))mcN is rapidly decreasing. 
Show that the development of" found in a) converges in [1" to a distribution S. 
Compute .T + (S), .:1 .(S). Deduce that S = C" and using (7) show that C = I. 

F:xercise 68 
(,ive an example of a C' function on IH such that 

a) There is no polynomial Pin IR such that 

(I) I/(x) ~ IP(x)1 for all x in IH. 

b) The map .'/'(IR) '3 rp f--+ L f(x)rp(x) dx determines a tempered distribution. 
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Exercise 69 
We recall that a distribution T is said to be even (resp. odd) if < T, (!) = < T, rp) 
(resp. = - < T, rp» for all rp E !Z'(~) where (!(x) = rp( - x). 

Show that if T is an even tempered distribution (resp. odd) then ffT = §iT . 
(resp. :f:T = -§T). 

Exercise 70 
Let A be an (n, n) real non singular matrix. 

a) Let T E .Y"(~). Show that To A E .'I"(~") and that: 

/"--... 
To A = Idet AI-Ito CA) I 

where' A is the transposed of A. 
b) T E il"(~) is said to be even (resp. odd) if <T, (!) = <T, rp) (resp. -<T, rp» 

'l/rp E iI(~n) where (!(x) = rp( - x). 

Deduce from a) that if T is even (resp. odd), t is even (resp. odd) 
c) T E .'I"(W) is said to be invariant by rotation if To A = T for all orthogonal 

matrix A. Deduce from a) that the Fourier transform of a distribution invariant by 
rotation is invariant by rotation. 

Exercise 71 
We recall that a distribution T E !Z"(~n) is said to be homogeneous of degree.l. E ~ if 

'l/rp E !Z'(W) '1// > 0 

where qJ,(x) = qJ(/x). 

Show that the Fourier transform of a tempered distribution homogeneous of degree .l. 
is homogeneous of degree - n - .l.. 

Exercise 72 
a) Letfand g be two elements of iI(~n). We assume thatf. g vanishes identically. 

Can we assert that f or g vanishes? and iff = g? 

b) Same question for T E ii', S E <t'. 
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Exercise 73 (see exercises II, 70) 

Compute the Fourier transform of the distribution T = pv! defined in exercise II. 
x 

Deduce g Hand § H where H is the Heaviside function. 

(Hint: Use x . pv.~ = I and question b) of exercise 70.) 

Exercise 74 (see exercises 27, 73) 
Using the equality Ixl = xH(x) - xH( - x) (where H is the Heaviside function), the 

values of§1f .. 'l H found in exercise 73 and the expression of ~-Pl'~ found in exercise 
d~ s 

27, firid .~lxl and deduce gFp ;2' 

Exercise 75 (see exercises 29, 71) 
a) Compute the Fourier transform of the tempered distribution in [R2, S z" 

where z = x + iy and n E N. 

h) Using the formula ! (il_ + /7~ )(.1_) = () (see exercise 29). the identity 
2 ,IX iJy nz 

2 . ! = I and the homogeneity of! show that g(!) = - ~ where ( = ~ + ilJ. 
z z z ~ 

Exercise 76 
We shall denote in the sequel, "a the Dirac measure at the point a. We define by 
induction the sequence of distributions (TA )Ac" by: 

a) Write Tk as a linear combination of Dirac measures. 

b) Compute the Fourier transform fk of the distribution with compact support Tk . 

c) For kEN, k ~ I, we set: 

Prove that the sequence {Jd converges in !0'(IR) to a functionJand compute! 
(continuation p. 145) 
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d) We denote by gk the distribution whose f. is the Fourier transform. Prove 
that the sequence {g.l converges, in an appropriate sense, to a distribution g and 
compute g. 

Exercise 77* (see exercises 15, 34, 69, 70, 71) 
n Our purpose is to compute the Fourier transform of the distribution Ixl; for 
). E ]-1, 0[. 

I") Letf('~) = lxi', x E 1I\l,). E]- 1, - H. 
a) Prove that there exist U E U(II\l), v E L'(II\l) such thatf = U + v. 
b) Deduce that! is a function and, using exercise 71, that: 

o<_{CC U
+

1l ~>O 
I(d - C11~1 (;t() ~ < 0 

c) Prove that!is even. Deduce that C, = C1 = C. Compute C (Hint: use the fact 
that § e' n' = ene' and the function r defined by f(s) = Jox x'~ I e -x dx). 

2") Using the inverse Fourier transform extend this result to ). E ]- I, 0[. 

:n Using exercises 15, 34, compute the Fourier transform of distribution 
lxi' = Xi+ + Xi defined in exercise 15 for). rt ;E. (Computation of constants 
M().) = < Ixl i, e ,,' > is not required.) 

Exercise 78* (see exercises 33, 70) 
I") Let). be a complex number such that Re). > O. Compute the integral 

f(}.) = In e in'dx 

(Hint: Compute f().) for ). E II\l + and use an analytic continuation argument). 
2") We consider function f(x) = ema

,' where a E 1I\l\{0}. 

a) Show that f determines an clement of Y"(II\l). 

n) Find a diflcrcntial cquation in .'I"(II\l) satisficd by /'1 
c) Dcduce that I satisfics a difl'crcntial equation and show that j(~) = Cc <f",),' 

where C E C (Hint: Use exercise 33.) 
d) Compute constant C by applyingjto the function en'. We recall that.'F e" n' 

= e "0'. (Hint: use I "». Deduce that 

I 
~e'(" <)e ~H"!a),' 

~ ~,-",,,,,,,,,,,, 
if a > 0 

l(~) 

if a < 0 

(Continuation page 146) 
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3°) Lei J) he a real diagonal matrix [) = 0-,), I. .n wilh A, > O.j = I •...• k. ),' < O. 
i = k + I, ... , n. 

Prove that if T = ein([)x.,) we have 

4°) Let A be a real symetric non singular matrix. Deduce from 3°) that 

~(ein(A"'» = Idet AI-I/2eiln,4Io'e-in(A ',.0 

where (1 .. is the signature of A, i.e. the number of positive eigenvalues minus the 
number of negative eigenvalues. 

(Hint: Put A into a diagonal form and use exercise 70). 

Exercise 79 
I du 

For U E .'/"(IR) we set rtl ' -2' ~d and for II E IR we define r"u E .'/"(IR) by 
m x 

<rhu, If!) = <u, r -"If!) for all If! E Y(IR) where r -"If!(x) = If!(x + 11). 
We consider operator P,,: :JP'(IR) -> ,'I"(IR) given hy 

Determine the values of II for which P" in injective and find the kernel of Ph for the 
other values. 

Exercise 80 
Let P(';) be a polynomial in W which does not vanish identically. 
We denote by P(D) the corresponding differential operator with constant coefficients. 
Show that if U E <f'(W) satisfies P(D)u = 0 then 1/ = O. 

I 

Exercise 81 
Let T be a distribution with compact support such that for each IX EN". 

<T, x') = o. 

Prove that T = O. 
(Hint: Use the Paley-Wiener-Schwartz theorem and compute (l'F(O) where F is the 
entire function which extends t.) 
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Exercise 82 
Let p= L a,D' be a differential operator with constant coefficients in IR n such that 

Prove that the kernel of P in Y"(lRn) contains only polynomials. 

Exercise 83 
Let k be a strictly positive real number and u E .9"(IR) such that 

d4 u -- + ku E U(IR) dx 4 

diu 
Prove that -d .. E L'(IR) for 0 :::; .i :::; 4. 

X' 

Exercise 84* (see exercise 52) 
a) Let T E g'(IR). Prove that the formulas 

F,(~) = f' e''''t(¢)d~ (rcsP. f (~) = r e2""t(~)d~) 
define holomorphic functions in 1m z > 0 (resp. 1m z < 0) such that 

. C • 
If ±(z)1I :;; ji;:;:;:;F' ' A E IR and 11m zl small 

b) Using exercise 52 prove that 

T = I.(x + iO) + IJ'( - iO) 

c) Deduce that for every distribution T E 0l'(]a, b[, - CIJ :::; a < b :::; + CIJ and for 
each la,. h,[ ~ la, h[, there exist two functionsf. (resp.f ) holomorphic in 1m z > 0 

(resp in 1m:: < 0) such that If±(::)1 :::; IlmCzl A A E IR+ and 

T = f.(x + iO) + f-(x - iO) in g;l'(ja" bl!)' 

Exercise 85 
Compute the Laplace transform of the following distributions 

a) <>Ik'; b) H(x); c) H(x) Log x. 
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Exercise 86 (see exercise 85) 

Let k E N\{O) and Fp H(:) the distribution on IR defined by 
x 

(
f' lI(x) ) _ I' {fOC q.>(X)d + k~1 q.>Jrl)(o) q.>Jkll(O) L } 
p ---c' q.> - 1m -T XL.. _ I' _ k-j + -.=----; og Ii 

X ',0 0 X j~1 U I).U k)e (k I). 

a) Compute in the distributions sense 

d
d)H(X) Log x) and ~FpH(x) 
, dx x' 

b) I:rom the value of 2'(I/(x) Log x) found in exercise 85 and using question a) 

deduce that the Laplace transform of the distribution Fp H(:) is for Re p > 0: 
x 

(( H(X») (-I)k'l( <-II) !I' Fp--;; (1') = ---,I' Log I' + C - I - , 
x (k - I). I c I I 

k = 1,2, ... 

where C is the Euler constant. 

Exercise 87 
a) Let a E C Compute the Laplace transform, in Re I' > Re a, of the distribution 

T = x' e·'H(x), 

b) Deduce the inverse Laplace transform of the following functions: 

F(p) = p ~ I' Re p > -I; 

Exercise 88 

p2 + i 
F(p) = p3 _ 3p + 2 

For a E IR we shall denote by J. the Dirac measure at a. 
a) Prove that the quantity 

determines a distribution which possesses a Laplace transform and compute this 

Laplace transform. 
b) Deduce the Laplace i,-,,,·,form of T * T and compute T * T. 
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Exercise 89 (see exercise 87) 
Find a distribution T which posseses a Laplace transform and satisfies 

(x e'H(x)) * T = H(x) sin x 

(Hint: Use question a) of exercise 87.) 

SOLUTIONS OF THE EXERCISES CHAPTER 6 

Solution 66 

n Function e >11,,1 is in L'(IR) when Il is strictly positive so, using (I), it follows that 
e- w ,,) E L'(IR). 

2°) FortE L'(!Pi") let us recall that 

/(t,) = f e 2ini ,.O/(x)dx 

where (x, t,) = L x,t". 
, 1 

a) In the case where II I, A is a positive constant a . 

. -Fe .N = L e ,,'" ""dx = t exp [-a(x + i~t,y - 7l: t,2}X 

(2) .-F(e ,"",' )(t,) = e -in' v),' fR e -aix+ii,a)()' dx 

Function e -a,' is holomorphic in 1C. 

1 Its integral on contour r (see Fig. I) is equal 

f 
or: or: 

1 r ~ to lero. r e ",' dz = 0 -A A x 
Fig. 1 

so 

e-v,'dz + fA e-ax'dx + f e·a"dz + r e-a"dz = 0 
A. AI A fA.i.i.+AI JliA.+A.i..t-AJ 

When A -> OC} the first and the third integral tend to zero. Therefore 

(3) fX~ a"d fX e"ai,+i;)'d:\: 
. e x =., 
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We deduce from (2) and (3) that 

.~(e-aX')(O = e In':a)". foc
", e a"dx 

Finally 

so 

In e ''''dx I f "d Ja Rex 

,~(e a.')(¢) = J~ c I,"a),' 

b) If A is diagonal, A = (a), a) > 0, we have 

e-(A\',r) = e (a,'Cl+ .j..(J,,'(~) = e-ll1ti ... e-a"t~ 

It follows from Fubini's theorem that 

so by question a) 

Now A -) is the diagon~1 matrix (~), Moreover the determinant of A is equal to 

a, ... an' So we can wnte ) 

c) Let us now discuss the general case, 
We can find an orthogonal matrix U (i,e. 'uu = Id) such that 

where D is diagonal. 
Then 

UAU) = D 

e-(Ax.x) = e-(U Inux,x) 

so 

ff(e -(AX,X)(¢) 
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Since 'U· U = ld we have 

(x,~) = <,U· Ux, ~) = (Ux, U~) 

so 

Let us set, in the integral, y = Ux. Then dy = Idet UI dx = dx and 

Now we know, by the previous question, the Fourier transform of e -(Dx,x). We have 

n/2 TCn/2 
= ~_TC __ e-nl(D-1U~,u<) = e-1t2(V 10 IU(.VO 

Idet DI'12 Idet DI'/2 

Now Idet DI = Idet AI and D- ' = UA-IU- I so U-'D-IU = A-I. Then 

Solution 67 
I') a) We find easily: 

Ho(x) = 21/4, 

Il,(x) = _2 3
/
4 ~fi(-4TCX3 + 3x) 

. ..;3 

b) The formula is obvious for m = I. Let us assume it is true up to the order m and 
let us differentiate this formula; then we get the case m + I. 
Let us prove (4). By definition 

so 

151 



CHAPTER 6, SOLUTION 67 

Using formula (3), the definition of H m(x) and the above formula we get 

C( )dHm -2n' _ 4 H -2n' + 4 C()H -2n' + m dx e nx me nx m me 

so 

Now 

so 

+ 4mnC(m - I)H",_, e- 2n
' = 0 

dH", _ _ 4mnC(~=J2 . H 
-dx- - C(m) ",-1 

C(m - I) 

C(m) 

I 
-2jiW! 

UX)H",(X) = 2jiW!Hm _ l (x) so (4). 

Let us prove (5). We have 

(
d )""1 a:;: (e 2 .. ,)= C(m + I)Hm+l(x)e 2,,' = -2)1«m :t1)C(m)H"'+le- 2

'" 

4nx(1:;:r(e- 2n,,) = 4nxC(m)H",(x)e- 2nX' 

4mn(:,.)",-I(e 2n,,) = 4mnC(m - I)Hm_l(x)e-2nX' 

Adding these formulas and using (3) we get (5). 

c) We use an induction on m. If p :s; m we assume that 

p even p = 2n 

By formula (5) 

which prove the formula up to the order 2n + 2. Now 

Q.E.D. 
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2') a) Jf"m(x) = H m(x) e -0" where H m is a polynomial. It follows easily from this fact 
that 'tip, 'tIq E N, 3r E N 3C> 0: 

IxpU~yJf"ml ~ Clxl'e-
2u

' 

We deduce that Jf"m E .9'(IR). Let us set Ip.q = I",,,, Hp(x)H.(x)e C2U'dx. 
Let us assume p ¥ q, P > q. Then by definition 

I f~ (d)" I (e 2"")Hq(x) dx 
p,. = C(p) _, dx 

Integrating by parts we get: 

so 

I - I r (d )rl( -2.,,) dHqd 
p.q - - C(p) J R dx e '(h' x 

Iteratingp - I times this integration by par~s we find Ip,q ~ 0 for (ddx)f ~q == 0 since 

p > q and Hq is a polynomial of degree q (this follows from (4) and from the fact 
that Ho is of degree zero), . 
If P = q, integrating as above we get 

I - ( I)p fL I -2nx,(d )pH ( )d p.p - - y C(p) e dx p x x 

Now by (4) 

so 

It follows that 
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b) Werecallthat,~(e-"") = e-'~', 

Let us set ,~(.}f';")(~) = fm(~)' Then 

,Jf:n• 1 = '~('W"mtd = ,,.[e "'/lm.1I 

and from (5) 

2Jn(m +\)Jf;"+1 = ~[4nxe-"'Hml - ~[2jmite n'Hm_d 

Now 
d, ,dH 

-2--[e .. Hm] + 2e n''---'" and from (4) 
dx dx 

4nxe "'Hm = -2:
x

£'m + 4J;;:'~Jf'm 1 

We deduce 

2fi(m + I)fm+' = _2~[d::m J + 4jmit~£'m 1 - 2jmit~£'m-1 

2Jn(m +'I)fmt, -4in~fm + 2jmitfm 1 

Let us divide both sides by ( - i)m+ I, We get 

2fi(;;:'+1)(~~:~, - 4n~(~~m + 2jmit(~~~~, = 0 

i.e, (f,:,) also satisfies (5), Moreover 
-I m I 
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Jf~ = ~(£'o) = 21/4,~(e-"') = 21/4 = £'0 

fl, = i~(£'I) = i~[e-n'Hll = i2514fi~[xe-"'1 
-I 

fl _ 25/4, r::.- I =[d -xx'J - 25/4 r::. I 2' )! -.~' - - I..;n-.:r -e - ..;n- m.,e 
- i 2n dx 2in 

fl _ 2514 r::.)! -.~' _ .u? -, - ..;n.,e - Jr.1 
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ex 00 

3') a) The development of J is L Jf"ln(O)Jf"2n = L H 2n(O)Jf"2n' 
11"'-0 ,,"'0 

b) :T t(Jrm ) = d~me .. ' - 2nxll,.e ~"" + 2nxJf" .. = d~"!e .,' and from (4) 

:?+(.*,~) = 2jm1i.*,~ I,m ~ I. 

.0/" ~(.}f' .. ) = 2j1i(m + T) Jf" .. + I by (5) 

c) The functions (.Jf~)m are orthonormal in U(JR); one has 

'" L 11I,.(IpW <; IIlpli/· 
" 

On the other hand Ip E Y so Ip', x Ip E U and :T +Ip E U. 

11 .. (3" +Ip + Ip) = <.0/" +Ip + Ip, Jf"m> = <rp,:T ~Jf"m> 

= (rp,2jn(m + 1)Jf"m+l> = 2jn(m + l)a .. + I (rp) 

so 

'" I 4n(m + 1)lam + l (rp)1 2 < 00 
o 

In this way we can prove that m"lam(rp)1 :-:; Cm.;va E N. 

N 

Let S = I am(J)Jf"m and SN = L am(J)Jf"m' Let II' E Y then 
o 0 

"" 
<SN' 11') = L am(J)am(rp) 

o 

and 

Now (2p)! :-:; 2Pp!2 so la 2p (J)1 :-:; C where C is independent of p and am (11') is rapidly 
decreasing, therefore <S", 11'> has a limit when N --+ oo~ 

Moreover 
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Therefore 
"-

4nxS = L [a 2nL·(o)2j2n(n + I) + ll'n(t5)2jn(2n + 1)]Jf'n+1 
n=O 

Now 

a,,,d(5)j2(n + I) + a,n«»J'2I!TT = H'n"(O)jbz+2 + H2n(0).fi/l+T = 0 

so 4n.rS" (] i.\:. s·" (,,). 
Now (S, .#;,,) = a2n (,) = C $'2n(0) = "f 2n (0) therefore C = 1. 

Solution 68 
Let us set fix) = e' cos e' for real x. 

a) Let liS suppose that there exists a polynomial P satisfying (I). Then for every 

SO lim lcos \"1 - () which is impossihle. Indeed if 

X k = Log 2kn 

then lcos e"1 I and X k tends to infinity with k. 
bl Let rp E /I'([R). An integration by parts shows that 

-f" sin e'~:dx = f~ e' cos c'(o(x)dx 

It follows that 

It e'cosexrp(x)dXI ~ flrp'(X)ldX ~ C~~~I(I + x 2 )rp'(xll· 

Solution 69 
Let us assume T is even. By definition we have 

(.'~T,rp) = (T,.C;-rp) forallrpE9'([Rn) 

Now 

so 

(.'~T, rp) = (T, .#rp) = (T, .'Frp) = ('FT, rp) for all rp E.Y' 

therefore .C;- T = .'F T. 
If Tis odd: (.C;-T, rp) = (T, .#rp) = - (1', .'Frp) = - ('FT, rp) i.e .. C;-T = - .'FT. 
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Solution 70 
Let us recall that distribution To A is defined by: 

(I) < T 0 A, rp) = I det A I - 1< T, rp 0 A I) 

:I) If T E .'f"(U~") 

'<Irp E .9'([R") 

(2) I(T, IjI)I;;; ('sup(1 + Ixl)' L ID'IjI(x)1 '<IIjI E Y(IIl!") 
1Jl:" 11:1~1 

By (I), (2) applied to ~I = rp' A I and since we have rp 0 A I E Y'(IIl!") and 

D'(rp-' A I) = L C,/I(D/lrp) (. A I, we deduce To A E Y"(IIl!"). 
,1I1S;I):1 

Moreover. for every rp E YeW) we have by (I) 

Nnw 

-----(3) <T' A. rp) = < T n A, r(i) = I det A I 1< T, riJ " A - I) 

r(i(A I~) = f e 2m
("A ")rp(x)dx 

riJ A I(~) = f e -2m('(A '1")rp(X) dx 

Performing the change of coordinates '(A I)X = Y we have, since '(A I) = (,A) I 

-----(4) riJ(A I~) = Idet Alrp 0 'A(~) 

It follows from (3) and (4) that 

----- -----<T ( A, rp) <T, rp 0 'A) <t, rp 0 'A) 

Now from (I) applied to t we get 

<t,rp'- 'A) = IdetAI'<tO('Aj',rp) 

so 

-----<T (. A. rp) Idet AI-I<t 0 (,A) I, rp) for all rp E -'f'(W) 

i.e. 

-----Tu A = Idet AI Ito (,A)-I 

b) If n = I, A is a real number a. Let us take a = - I, then T is even (resp. odd) 
if T (J A = T (resp. - T). 
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---If T is even we have To A = t. Since Idet A I = I and ('A) -I = A we deduce from 

question a) that t = ~ = to A so tis even. Now if Tis odd To A = - Tso 

. --- . . T = - T 0 A = - T 0 A i.e. T is odd. 
a) Let us suppose that <1 is orthogonal. Then 'A . A 

question a) we can write: 

---t = To A = Idet Alit 0 (,A)-I 

[d. If To A 

Now (,A) I A and Idet A I Z = I, therefore for all orthogonal matrices, 

t = to A 

so t is invariant by rotation. 

Solution 71 
Let rp E .'I'([R"), then by definition 

<:"T, rp,) = <T, .?rp,> 

Now 

so 

Therefore 

so 

T, by 

Therefore .'1' T is homogeneous of degree p where A = - (n + p) i.e. p = - n - A. 

Solution 72 

a) The first question has a negative answer. Indeed: 
Let rp and I/f two non zero elements of gi)([R") such that supp rp n supp I/f = 0. 
Then rp . I/f = O. Letf = ~rp, g = ~I/f. Then/, g E 9'([R") and 

IF(f * g) = IFf· IFg = rp . I/f = 0 
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since the Fourier transform is an isomorphism on //' we deduce thatf. g = 0 but nor 
f neither g vanishes identically for then tp == 0 or If! == O. 

Iff. f = 0 then (:#'f)2 == 0 so §'f == 0 andf == O. 
d 

b) Let us take T = lEY', S = J' E S' then I * J' = -I • J = O. 
dx 

Solution 73 
Let tp E 9il(IR). Then 

( X' Pl'~' tp) = (pv~, X({J) = Iimf .tp(x) = ftp(X)dX = (I, tp) 
£--.0 I \12:r. 

by Lebesgue's theorem. So x . Pl'! = I. Therefore 
x 

di' 
so d~ = - 2iTU) which implies that t is equal to - 2inH + C where H is the Heaviside 

function and C a constant. 

Now T = pI' ~ is odd for t,~, tp( - x) dx = - tl~' tp(x) dx, therefore t is an odd 

function so - 2in + C = - C and C = in. Then 

= -_11t + I1t = . T- ")'/1' {-in ,>0 
I1t C; < 0 

Let us take the Fourier transform of both sides of the above equality. 

JF j" cc - 2 in.#' /I + .j< (in) 

Now JF t = t and .¥(in) = in.j<1 

I > 

Now T = Pl'- is odd so T = - T, so 
x 

inJ so 

§'H = !J + ~pv! 
2 2in x 

and 
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so 
I I I 

§'H = -J - -pv-
2 2i7r X 

Solution 74 
We ohviously have Ixl = lI(x)x - xH( - x) since for x > 0 the right hand side is 
equal to x and [or x < 0 to - x. Therefore 

.~Ixl = .~[xH(x)] - .~[xH( - x)] 

,~Ixl = ~~dd(~H(X) + 2:7r:(~[H(-X)] 

By exerci5e 73 .~H(1;) = ~J + 2:7rPV~' 
Moreover ,f [I/( - x)] .~ .7'/{= .'1 II. Indeed rpr every rp E .'I'(~~) 

(:Y;fl, rp) = (fl, .~rp) = (H, :i7;p) = (H, .~rp) = (.~H, rp) 

for 

Using exercise 73 we get 

- I I I 
.~H = -J - -pv-

2 2i7r 1; 

so 

.'J'lxl = --- -J + -pr- - -J + -pr-- - I d [I I I I. I IJ 
2i7r d1; 2 2i7r 1; 2 2i7r 1; 

[ . d I I 
Now rom exercise 27 d1; Pl';:: = - Fp 1;2 so 

I I fflxl = F:p - 27r2 1;2 

Therefore 

-I I 
.~.~Ixl = Ixl - ~Fp - 27r 2 " !;2 
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therefore 

I 
ffFp ';2 = -2n2 1xl 

Solution 75 
a) For II = n, ,'71 = ,5. For II = I, ,'7(x + iy) = .'7x + i§y. Now for TE.'/" we 

have: 

so 

§,(yT) = -~i!..(ffT) 2in 011 

_ ) _ I) , -( I) I (00 ao) .:I"(x + iy = .:I"(\' . + 1:1' Y , = - 2in 0'; + i 011 

Since: is C' and slowly increasing at infinity we get: 

(§'z) * (.?z) * . , . * (ffz) = ffz" 

so 

ffzn = (-2:n)"U~ + i~~} * ... * {~~ + i~~} 
Using the properties of the convolution we can write 

ffz" = (-~)"(i!.. + ii!..)n{,5 * ,5 * .,. ,5} = (-~)"(i!.. + 
2m iJ'; 011 2m 0'; 

b) The function! is locally integrable and bounded for Izl ~ I, so it determines a 
z 

tempered distribution in 1R2. Moreover setting T = ! we have 
z 

so 

(I) 

z' T = I 

ff(zT) = ffl = 0 

-.l.(i. + i(~n).Y;T = ,5 
2in ri'; )'1 

i 
A particular solution of (I) is, by exercise 29: So = - (' where ( = .; +. il1. 

The general solution of equation (I), when the right hand side is zero, is S = F«() 
where F is a holomorphic function of ( = .; + il1. We deduce that 

(I) -i 
ff ~ = T + F«() 
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But the distribution! is homogeneous of degree - I and the same is true for its 
z 

Fourier transform (see exercise 71). Since ~ is homogeneous of degree -I the same is 

true for F; but F is holomorphic so F = 0 and .~(D = ~ i. 

Indeed if we had 

F(,leO ).IF(O for(EC and ),> 0 

we should have 

F(..l) = A. I F( I) for A. > 0 

But F is C' in [R2 while lim F(),) = + .x. 

Solution 76 

A.d~ 

~ ·0 

a) First of all T, having a compact support the same is true for T, since we have 

supp (A * B) c supp A + supp B. 

Now, by definition of the convolution, for a, b E [R we have: 

which proves that 

(1) ,5" * (51) = (ja+I> 

Now, denoting by T*' th-: distribution T * ... * T (convolution of T k times) we 
have from the commutativity and the associativity of the consolution: 

T, = ~(", + ,,~,)*' = ~ JJ~)W *,,*-Itil 
so 

by formula (I). 
b) Since T, E rff', its Fourier transform T, is a ex function which is given by 

............... 
since A * B = A . B for A, BE rff'. 
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Let us compute J" for a E IR. If rp E .'1' we have: 

<Ja.rp) = <t5". ¢) = ¢(a) = f e-lina'rp(~)d~ = (elm",. rp) 

so S" = e 'm"~ E .'/". Therefore 

tl(~) = ~(e 2m, + e 2m
,) =- COS 27t~ 

t,(¢) = (COS 27t~)k 

C) We have t;(¢) = (cos ~)k 
"\jik 

For each fixed c there exists a large k such that I",~I < I thus 

Therefore 

or 

~ ( ~2 (~2)) cos Jk = I -- 2k + 0 k ~ 0 

Logf;(~) = k Log (I _ ~; + 0(:2)) 

~2 
lim Loglk(~) = - 2 

k-+x 

. lim Ik(~) = I(~) = e -('12 
*0_,:/ 

On the other hand for rp E !JI!(IR) (or ¢ E Y(IR» 

so by Lebesgue's theorem 

1i~ L/d~)rp(~)d~ = L e-"/lrp(~)d~ 
which means that sequence Uk) converges in !JI!'(IR) (or in Y') to e-('/2. 

d) Let gk = §Ik' Sincelk E Y',for I/k(~)1 :0::; I for aU';, we have gk E Y'. Moreover 
(Ik) converges to I in Y' and the Fourier transform is continuous from Y'(IR) to 
Y'(IR). It follows that (gk) converges in Y'(IR) to ~e-('/2 = foe- 2n'x'. 
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Solution 77 
a) Since A > - I, the function Ixl A 

IS locally integrable and determines a 
distribution. Let us set 

I/(X) =, {lXI' Ixl < I ° Ixl ~ I 
['(x) ,,{O Ixl < I 

Ixl; Ixl ~ I 

Since A E)-I, -![, II E L'(IR), [' E U(IR) andf = 1/ + II. 

b) We deduce that J = Ii + t' is a function for Ii E CO(IR), v E U(IR). Since f 
is homogeneous of degree A it follows from exercise 71 that j is homogeneous of 
degree - (). + I) i.e. 

Then 

(I) III¢) = I (;+ II!l¢), I > 0, ¢ E IR 

{
('I'II;'" ~>o 

11,,:) = C~I~I (i'll ¢ < 0 

Indeed let us take in (I), ¢ = I, I > 0 then 

](1) = tl'''Ij'(I) = CII ("II 

If I < 0 let us sct II = - I > 0 and ¢ = - I. We get 

f(l) = f(-Id = II (;'11(_1) = CzlII 

c) Since/is even it follows thatJis even. Indeed 

0.+ I) 

<l. rft) = (f; ·¥(rft» = (f; .cf;Iji) = (f; :Fiji) = <l. Iji) 

where rft(x) = Iji( - x). In other words for all Iji E ,'I'(IR) 

fl(~)Iji( - ¢) d¢ = f/~¢)Iji(¢) d¢ so f Ij(¢) - J( - ¢)lIfI(¢) d¢ = 0 

therefore j(¢) = j( - ¢) a.e. 
We deduce from b) that C I = C z = C, i.e. 

Let us compute C. We have 

(2) <l. en,,) = a en') 

Since / and! are functions we get 

<.1. c -n,,) = C
A 
L I¢I'(;+ lie -no' d¢ = 2C;. r~ C(H1i e - n,' d¢ 
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Let us set ¢' = A. we get 

<l.e- n,'> = 2C f' [y-«HII12In(HI)/2)e-·Vn-112~ 
II 2JY 

(3) </ e n~,> = C,n" {' Y ((,>l112I e "dy = c,n'/2r( -~) 
Moreover 

< f e "''> = 2 IX' x; e -",' dx = n - «H 1)12 I~ yU - 1)(2 e - Y dy 

(4) U: e "''> = n «H1)12 rC ; I) 

It follows rroJ1l (2). (3). (4) that 

.(A. + I) 
C, ~ .",,' (") 

r --
2 

2°) There remains the ease where -! ~ A. < O. Let us start with the case A E ) -!, 0[. 
We use the inverse Fourier transform. We have -(A + \) E)-I, - H therefore 
3'(lxl ('+11) = C u+ld¢'l; = §(lxl(HII) since the function Ixl-(1+1 1 is even (see 
exercise 69). 

We deduce that 

Now 

so 

I 1
_('+ I) 

.~(I¢,I') = _x __ 
C-(HI) 

3'(I¢'I;) = C,lxl-(HI) forAE)-LO[ 

Let us finally examine the case A = -!. If A ..... -!, A < -! then lxi' ..... Ixl- 112 in 
.'I"(IR), Indeed let If! E .9'(IR). 

fIXI'If!(X)dX = f + f = II + 12 
Itl:;;l Itl>1 
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In I, taking -- { < A < -j we have 

IIxl;q:>(x)1 ~ Ixl ) 41 q:>(x) I E L'()-I, III 

In I, since If' E Y(lRl we have IIxIH2q:>(xll S; M for Ixl > I so 

Ixl'Iq:>(x)1 S; i.~2 E t' in Ixl > I 

It follows from Lebesgue's theorem that J Ixl;q:>(x)dx -> J Ixl'2q:>(x)dx. 
The Fourier transform being continuous in Y"(lRl 

·c7(lxl') -, ·c7(i\1 ") 

I, I f' . F(I'I;) "",rU)I"I" >V t 11.' Irst questIOn ,'I' \ -> IT - ---- ~ so , rw 
.'l'(lxl'l2) = I~I '2 

(We compute thc limit using the same method when ). -> -j with ). > - ).) 
Lct lxi' '~ x'; + x;' defincd in exercisc 15. It is a homogeneous distribution of 
degree A. It follows from exercise 71 that its Fourier transform is a homogeneous 
distribution of degree - p. + I). But exercise 34 gave the form of all homogeneous 
distributions of degree - (X + I). Since X 111. - (). + I) is not a negative integer so by 
exercise 34 

Since lxi' is even its Fourier transform is also even (see exercise 70). Therefore 
C, = C, = C, i.e. 

Since ._¥" e nrl = e - JTe
l we get: 

<Ixl'. c "'') 

Let liS set M(Il) ~~ <I~I", c "'>. We get 

C ~ __ _ ~(A) __ 
, M(-o. + I») 

i.e. 

a(1 I') _ M(A) I)OI-"+\) 
.?' x - M(-(A + I» " 
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Solution 78 
n It follows from Fubini's theorem that, for real and positive I"~ we have 

f ' f' f'2 f" I 1(,\)2 = 4 e ;,I,'t"ldx dy = 4 e w'rdrdO = ~ 
o 0 0 0 

so 

(I) I().) 

for IV) > O. 

Function;' -> IU) extends to a holomorphic function in Re A > O. Indeed let us set 
;. = (X + ifi with (X > O. Thanks to the factor e"", it is easy to see that we 

can ditrcrentiate I(J.) with respect to (X and (3 and that (:(X + i :(3 )I(A) = O. 

In the same way function ). -> ~ extends to a holomorphic function in Re A > O. 
VA 

These two functions coincide, by (I), on the positive real axis. They coincide there-
fore for Re A > O. 
2") a) Indeed If(x)1 = I so f defines an element of .9"(IR) by the formula 
.'/(IR)3rp---> <rip) ~ ft{x)rp(x)dx. 

df(x) . 
b) ~. = 2maxf(x) 

c) Let us take the Fourier transform of both sides of the above equation. We get: 

• 0 • ( I d)o 
2m(f = 2ma - 2;11 d~ j 

so 

We know from exercise 33 that lis then a ex function. Let us setl = e '("aW S. Then 

. 0 • fi dS O' d Iff satls es (2) we have d~ = so S IS a constant an 
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d) Let us apply 1to the function e -." E Y. We get 

(.'~{,c '~'> = (;;.~e-·(') = ({,e "') = fe;.a""'dX = II 

(.'F( c'" > = ('(c '('''):', c"') = (' f C 'I. al:' .,' d¢ ('/
2 

Using the notation of question 1°) we get: 

J~(1 - ia) 

Taking the determination of the square root for which J+i = e+;(·!41 and using 

II = C/zwe find: 

! 
* If a > 0 

* If il < 0 

k 

3°) It is easy to see that (Dx, x) L AiX} + L )·r'r:} so 
J= I J=k+ I 

k 
= n ein:..,t; n ellf;·l t ; 

j= I }=J.:+ I 

where each exponential depends on only one real variable. Using question 2°) we 
ohtain 

,'11" t ein(Dt.x) = n _1_ ei(2k - tI}(nI4) e i1f (D 1.;.0 

I~IM 

since D- I is the diagonal matrix (+),1. Q.E.D. 
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4") There exists an orthogonal matrix V (i.e. 'V = V-I) such that 

(4) VAV- I = D (diagonal matrix) 

Then 

<Ax. x) <u Inux. x) = <nux. '(U I)X) <nux, Vx) 

Therefore 

en(AU) = To V(x) where T = ei.(Dx.,) 

We deduce from exercise 70 

~ 

To V = Idet VI-Ito ('V)'I tov 

therefore by the preceding question we have: 

.~(ehr<.h.\"» = Ii I e,(2k-n}n/4 ein(D 'U{.UO 

,~I JlAjl 

" Now n I)) 11 = Idet DI 12 = Idet A 1- lil, (2k - n) = 17 A (since the signature of 
j= I 

two similar matrices is the same) and by (4) 

Therefore 

Solution 79 
Let us compute .7(r hu) for h E ~ and u E Y'(~). We have for every rp E Y(~) 

<.7(rhu), rp) = <rhu. iP) = <u, r -hiP) 

(r hiP)(O = iP(~ + h) = f e 'm",'h)rp(x)dx = :F[e 2mxhrp] 

so 

i.e . .7(rhu) = e- 2 .. ,h.7u. 

If P"u = Du + r,,11 we have, taking the Fourier transform 

i.e. «x + cos 21CXh) - i sin 21Cxh)ri = O. 
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Now we have x + cos 21lxh - i sin 21lxh = 0 if and only if 

{
sin 21lxh = 0 
x + cos 21lxh = 0 

I.e. if 21lxh = k1l, k E 71. and x + cos 21lxlz = 0 i.e. 

21lxh = k1l, k E 71. 

x + cos 21lxlz = x + cos kn = x + (- 1)* = 0 

sox (-I)k+landh = (-I)k+I~.Thereforc: 

If It i= (- I)k + I ~ where k E 71. we have (x + e 2mxh) i= 0 

so 11 = 0 and since the Fourier transform is an isomorphism in .9"(1R), U = 0 i.e. Ph 

is injective. Conversely Ph injective implies (x + e 2m'h) i= 0 so h i= (- I)k+ I ~ where 
2 

k E 71.. 

Indeed let us assume Iz (_J)k+l~ where k E 71. then u is in the kernel of Ph if 

and only if 

(x + eos k1lx - i sin (-J)k+lknX)U = 0 

Now function f(x) = x + cos k1lx - i sin ( - I)k+ I k1lx vanishes only at the point 

x I = (- Ii + I and this is a simple root since the derivative of x + cos knx is equal to I 

at that point. So we can write in a neighborhood of x*: 

f(x) = (x - (- 1)1 + I )g(x) 

with g E C'" and g(x) i= O. DivIding by g(x) near X k we obtain 

(x - (- I)k+ ')11 = 0 

which implies that 11 = Cb<_I)H '. 

Therefore if It = (- 1)* + I ~ the kernel of Ph is constituted by the functions 

• If k = 2p, It = - p, u = C 1 e - 2i., 

I 
• Ifk = 2p + I,ll = i(2p + I),U = Cz e2mt 
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Solution 80 
The distribution u has a compact support so its Fourier transform u is a Co<) function. 
Moreover since P(D)u = 0 we must have: 

.............. 
(I) P(D)u = P(~)u(~) = 0 

Let u E .'I"(lRn) be such that P(D)u = O. By Fourier transform we get: 

In IR"\I: we have P(~) of- 0; it follows from (I) that u = 0 in IR"\I:. 
Moreover IR"\I: is dense in IR", since the set of zeroes of a polynomial is a closed set 
with empty interior. Since u is continuous then u = O\f~ E IR". By inverse Fourier 
transform (since u E Y"(IR"» we deduce that u = o. 

Solution 81 
If T E C', we know that t extends to an entire function F on C" given by 

,Z E C" 

We deduce that for all IX E rw, 
(iJ~F)(=) = (T,iJ~e 2 .. (,.,» = (-2in)I'I(T,x·e· 21.(x.,» 

so 

(I) (iJ~F)(O) = (-2in)I'I(T, x·) = 0 

(TO prove that Cl~;F )<z) = (T' iJ~/ ~ 21.(,.,) ) we write O~j = ~(O:j + i o~J and we 

use the method of question a) in exercise 65-) 

Since F is entire 

for all Z E Co. 
From (I) and (2) we deduce that F == 0 so t == O. Finally we get in Y"(IR") 

T = eFt = 0 

Solution 82 
Let u E .'/"(IR") be such that P(D)u = O. By Fourier transform we get: 

(I) P(~)l)(~) = 0 
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Since I'(~) is diflcrent from zero for':; # 0 it follows from (I) that the support of Ii is at 

the origin. Therefore 

u(~) = L hx()"', hx E C 
finite 

By inverse Fourier transform we deduce that 

lI(X) = L CxXx, Cx E C 
finite 

which means that II is a polynomial. 

Solutiun IB 
'1 he FOlllicr transform in .'/. is an isomorphism from r'(~) to U(IJ~). 

/""-.. 

dll 
Moreover .. = 2i7[~li. Then, since k is positive, we have: 

dx 

~~I~ I ku E l_'(~) ¢.> «27[~)4 + k)li E 1.2(~) =- (~4 + I)li E J2(~) 

Now lor () -; j <' 4 we have I~I' <: (I I ("'). Indeed I~I -: lor 1("1 " I and in lhis 

else I~I' .' ¢"' 

Therefore ~ 'u E U(IR) for j = 0, 
dill 

.,4. So (ix' E I.'(IJ~) for 05.i 5 4. 

Solution 84 
a) If T E ,,' then T is a C' function and there exists kEN, C > 0 such that: 

IT(¢)I = I(T. e ""')15 C L lei 
1-115." 

We dedUCT thaI \\C CIII lind V c N, (', () sllch lhal f(lr 1':;1 " R· I, 

(I) I T«(") 1 5 CI~I\ 

I.d liS consider I, (z). We havc 

From (I) we get 

/,(z) = f' e2m:R"e'2n:lm'T(~)d~, 
(l 

1m z > 0 

"I • C N V eN I 
(2) e ,", ""I T(c)! < -~-- ~---I~I 5 for 1~llargc. 

'.- ~-'+2(lm ;::)NI2 11m ZlN I 2 RT' 
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Therefore Ihe funclion e 2"c t(c,) is integrable on ]0, + ex,[ for 1m : > 0 and I, is well 

defined. Let us show that it is a holomorphic function. Indeed in 1m ;: ~ I:, using the 

Lebesgue theorem, we can diflerentialeIwith respcct to x = Re:, y = 1m: under thc 

intcgral sign. It follows that 

(:i + i:I)/,(:) = 21[f' (ic, - ic,)e"'T(c,)dc, = 0 
I'X cy' " 

therefore f+ is holomorphic in 1m z > O. 
The proof is the same for f (:) in 1m : < O. 
From estimate (2) we get 

1/,(·-)1 < r" l' >:lmlt(c,)ldc, + I" c 2'''''''Ii'(.';)ldc, 
.. II R 

R ! f 

I -"" eN I dc, C 
:s; ,,1T(c;)ldC; + 11m ::1\" R RT':S; C + lim =1'\+' 

C 
and for 11m ::1 small we have C :s; --'--1 ,. , so 

11m:: ,,+. 

The same is trut: for 1 (z). 

b) It follows from cxercise 52 that lim, f,(x + iy) and lim f (x + iy) exist in 
) .0 I ->0 

0"(1R1), we dcnote them by I, (x + iO) andl (x - iO). Lct us computc them. 

Let rp ECl(IR1) 

u,c\ + iO),rp) = lim, I If e 2""e 2n<:T(c,)rp(x)dc,dx 
r -~O R 0 

Function e2w
', c 2", T(c,)rp(x) is integrable, with rcspect to the product measure, for 

all li\cd \'. We ean then apply the Fllbini thnln'lll and write 

I' lim 
I -()' () 

Now rp E £Y(IR1) c Y'(IR1) so rjJ E (f'(IR1). Since I t(c,) I s Clc,I' for 1c,1 > R thc function 

rjJ( - ()t(O is integrable on ]0, + '1)[. It follows from the Lebesgue theorcm that: 

<I+(x + iO),rp) = I' t(c,)'rjJ(-c,)dc, 
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In the same way we obtain 

< f (x - iO), ([!) = f
" 

Therefore 

<ft(X - iO) +f (~- iO),([!) = t t(O.p(-~)d~ = (t,.p(-m 

"hell' \' ) is the duality hracket hetween .'1' and .'1', Moreover 

<t . .p( -m = (T .. y.p( -m = (T, ([!) 

slIIce f(f([!)(·· 0 = ([!(~). 

This is true for all ([! E .cI(iR) therefore 

f+ (x + iO) + f (x - iO) = T 

c) Let Trc '/'(ja, h[) and la,. h, r c: la. h[. Let VI rc '?(]a. h[). VI = I onja,. h,[. Then 

'/1 r, r: '(II~). Applying the ahove result to VII' w<: get: 

VlT = f+ (x + iO) + I (x - iO) in 0"(iR) 

T = ft(x + iO) + f (x - iO) in'/'(ja" h,[). 

Solution 85 
a) (I") possess a Laplace transform since it has a compact support. Moreover 

and C{)(b)(p) = (b. e P') = I so 

, ~)(d(q)(p) = p' 

b) H(x) is in Y" and its support is contained in Ix z O} so it has a Laplace 

transform in Re p > 0: 

(sPH)(p) = <H, e P') = f' e P'dx = ! 
" p 

c) H(x) Log x is a tempered distribution. We can take ~ = 0 and for Re p > 0 we 

have 

!I)(I/(x) Log x)(p) = <H(x) Log x, e P') = f' Log Xl' P'dx 

" 
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First of all for real and positive p we can set)' = px so 

l' Log x . e r' dx = 1" Log ~ e ) ;' = - LOg: - C 

where C = - S; Log)" e 'dy. 
Therefore for real and positive p 

-Logp - C 
Y(H(x) Log x)(p) = -----"'--'--

p 

We know that .'l'(II(x) Log x) is hololllorphic in Re p > O. In the same way the 

f . - Log p - C. h I h" R 0 h k h I unctlOn~--- - ~- ~-~-~- IS 0 olllorp IC 111 e p > w en we ta e t e usua 
p 

determination for the Logarithm. Since these two holomorphic functions coincide 
on the positive real axis, they coincide everywhere. So for Re p > 0 

-Logp - C 
'l'(Il(x) Log x)(p) = -----=~-­

p 

Let us note that C is the Euler constant, C = !~~ (I + ~ + 

Solution 86 
a) Let us set T = lI(x) Log x. For ({I E 9l(1R) 

+ ~ - Log n). 

(~~,({I) = -(T'~~) = -L Logx'({I(x)dx - ~i~ f Log x . ({I'(x)dx 

hy the I.ehesgllc theorem. Integrating hy parts we gel: 

(
d T) . { f x ({I(x) } -d ,({I = - lim - -dx - Log e . ({I(e) 

x £- .. 0 £ X 

(1) (~~,({I) = ~i~{r ({I~)dx + LOge'({I(e)} 

But we know that 

(2) (FpH~>':), ({I) = ~i~ {f ({I~) dx + ({I(O) Log G} 

Writing ({I(G) Log G = ((I(O) Log G + e Log G • "'(G), and using the fact that G Log G tends 
to zero with G, we deduce from (I) and (2) that 

d H(x) 
(3) -H(x) Log x = Fp--

dx x 
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Now 

It follows from (4), (5), (6) 

(7) I, = k rp,,~+ I dx - '" 'Y f
' () k I mll)(O) 

L.. lie' - i --
o X /=0 .(.0 

'--v----' 

CD 

, I rp'/I(O) rp'''(O) 
f l: 1),('.1 _ k);;' I f- Ik - i-)' Log /; 

I I c_U_' _~.,-__ _ 

CIl 

Now 

m - CD :~I rp~:l(~) (U=-i)~ (j -=-1) - ]) - rp;.~) 
,- I rpIJI(O) k rp(O) 

Cl-CD=/~ ~[;')i(T:k) IT 

We deduce that: 

{ f 
Y rp(x) k - I rplJl(O) rp'''(O) } 

I, = k k+Jdx +l: "( . _ k) , j + --v- Log e - 'I'(E) 
I x J~ 11· } e . 

Let us note that 
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qJlkl(O) . . H(x) 
Using the fact that lim '1'(0) = -Ti.-~ and the defillltJon of Fp Xk + ( we deduce from 

( . • 0 

(4) that 

By induction. using (3) and (7) we get: 

fl'- - =~,- -, (H(x) Log x) + ,,~,) "H(x) (-I)'[(d)k+1 (k I) Ikll 
XI'1 k' dx /"1 I 

It follows that 

( H(X») (-I)k[ 1+ (k I) ] 
!/' FI' X k+i = 'F p IY(H(x) log x) + I~I 7 p' 

Solution 87 

a) It is easy to see that T has a Laplace transform In Re p > Re ex since 
e R", T = e"m, 'Xl Jf(x) E .'/"IR). Moreover 

.Y'(T)(p) = (T. e r') = f' xle('-rhdx = I, 
(l 

Let liS compute f, in terms of fl I by integrating by parts for k ~ I: 

Since Re (ex ~ p) < O. the last term in the right hand side vanishes, so 

and 

k 
f, = ~(~~)Ik" I P - ex 
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Let us compute 10 , We have 

(,-p)Xd - I r R e x - -- lor e p > Re <X 
p - <X 

We deduce from (I) that 

Sf(T)(p) = ( )k+l for Re p > Re <X 
p - <X 

k! 

b) It follows from question a) that 

Sf(e' 'H(x)) = _I_~I' Re p > - I 
P + 

Moreover Sf(~~)<P) = pSf(T)(p) so 

yt1.x(C 'lI(x» JP) = pY'(c 'lI(x) = ~p 
p + 

By the uniqueness of the Laplace transform we can write 

Now 

':£'1(---"-_) =~-(e 'H(x» 
p + I dx 

d ~(e 'H(x» = -e 'H(x) + e 'J = -e 'H(x) + " 
dx 

and 

I 

Let us use the same method for the second function. We have 

p2 

P - I p - I 

and 

Sf 1( p2+ i ) -.:£ 'I(L) + iSf 1(_1 ) -.:£ 'I(L) -iSf-
1(_1 ) 

p2-3p+2 - p-2 p-2 p-I p-I 

Using question a), the following formula 
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and the uniqueness of the Laplace transform we get 

Moreover 

It follows that 

d2 
-~~(c hH(x)) = ,\' - 2c5 + 4e 2'H(x) 
dx 2 

d2 

dx
2
(e'H(x» = 15' - c5 + e~XH(x) 

!./' I _______ (1') = c5' - 2c5 + 4e 2xH(x) + ie~2xH(x) - c5' + c5 -
( 

1'2 + i ) 
1'2 - 31' + 2 

- e 'H(x) - ie 'H(x) 

Y' l(p2 ~2 j: ~~2) = -c5 + (4 + i)e 2'I/(X) - (\ + i)e 'H(x) 

Solution 88 
a) Let f{J EC1'(1R +) then 

~ 

<T, f{J) = L e'f{J(k) 
k~O 

the sum being finite. Then T is a distribution of order zero. 

Moreover 

x 

e 'T = L e'e- x c5 k 
1..=0 

since e x(5, = e 'c5,. Therefore e'T E ,Y"(IR) and T has a Laplace transform in 

Re I' > \. By definition, if }. E ex and ). = I on supp T, we have: 

.Y'(T)(p) = <e 'T, ).(x)e If I\<) = L e If Ilk 

k=O 

b) We know that 

Rep> 

.Y'(T * T)(p) = [!./'(T)(p)J2 = Lt e~IP-l)kJ 
But 

L b. where L aiaj 
n-"'O ,+ ,=n 
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Here 

h" = L e Ir-I)(;+J) = e Ir-Iln L I (n + I)e- Ir - I)" 
I+J--'11 

Therefore we have 

oc 

5f'(T * T)(p) L (/I + I)elrl)n 
n-O 

By inverse Laplace transform we get: 

r * T L (1/ + 1).'1' I(C II' II") L (/1 + I)c",)" 
IJ (I II (I 

Solution 89 
All the distributions described in the statement have a Laplace transform in Re p > 1. 

We can write 

'1'[(xc'lI(x)) • TJ ~Y'(/l(r) sin xl 

Bul 

[ 
, I 

'l'[(xe'H(x) * T](p) = 5f' x e H(x»)](p)5f'(T)(p) = (P-=-T)2 5f'(T)(p). Rep> 1 

by exercise 87. 

Moreover 

2'(H(x) sin x) = f' sinxe r'dx = -'c(f' ell rlldx - f' e (;'rl'dX) 
o 21 () {l 

. I (1 I) .!f'(II(x) Sill x) = 2-: --. - --~ - p2 -+ --I 
I P - I P + I 

Rep> 0 

We deduce that 

(p - 1)2 p2 + I - 2p 
5f'(T)(p) = -~~ = ~~~~-.- = I 

p2 + I p2 + I 
2p 

fJ2+I 
To find T, using the uniqueness of the Laplace transform, we just have to take the 

inverse Laplace transform. 

Now 

5f'(~n = p5f'(T) 
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so 

2'(dd\"H(X) sin x) = p!1'(H(x) sin x) = p2: I 

Then 

, '( p ) , d . T = 2' (I) - 2!f' P'T! = 0 - 2
d
)H(x) SIn x) = J - 2H(x) cos x 
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CHAPTER 7. STATEMENTS. EXERCISES 90-91 

STATEMENTS OF THE EXERCISES* CHAPTER 7 

Exercise 90: Sobolev spaces 

For S E If\l we denote by H'(If\l") the space 

(u E Y"(If\l"): (I + 1¢12)'/2u E U(If\l")} 

wilh the scalar prmluci 

and the norm IIIIII~ = (u, u),. 

a) Prove that H'(If\l") is a Hilbert spaee and that if 5, and S2 are real numbers such 
that 5, 2: 52 we have H"(If\l") c H"(If\l"). 

b) Let III E N\{O}. Show that for every a EN", 0 < lal :s m, there exists C > 0 such 

that 

c) Deduce that, when 5 = mEN, the space Hm(If\l") coincides with the space 

E = (u E U(W): DOu E U(If\l"), lal ~ m} 

and that the norm IIlIII~, is equivalent to the norm 

11I1~, = L IIn"II11J.'II!"1 
1l"1~,m 

Exercise 91 
We recall that if u E L'(If\l") then .JO"u and .<Fu E CO(If\l"). 

a) Let kEN; prove that if s > ~ + k, I/,(~~") c C'(If\l"). 

h) Let n hc an open set of If\l" and S E R We set 

II,'", (!l) {II ( 'flU): !flll ( In~~"), V!fl c .'.I'(n)} 

Deduce from a) that n fJ,~,,(n) = n H;::Jn) = C 'In). 
\,p meN 

* Solution,> pr. 192-213. 
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Exercise 92 (see exercise 91) 

Let U be an open set in IR~ x IR~ and f: U --> C a function such that: 

(I) f is Coo separately in x and y 

(2) D~f, DP,f are bounded on every compact in U, for all 0( E ~JP and all 
PE Nq 

Show that f belongs to C oc (U). 
(Hint: show thatfE Htoc(U) for every kEN and use exercise 91.) 

Exercise 93 

a) Let kEN. Show that the space ,rdk)(lRn), of distributions with compact support 

of order '5,k is contained in II'(IR") where s < -~ - k. 

b) Deduce that 8'(1R") c U W(lRn) . 
. ~ER 

Exercise 94 

a) I,ct s (' nt prove the incqllality 

'>t~, rJ E IR" 

b) Let /fI E !Z'(lRn). Prove that the map U --> /flU is continuous from H'(lRn) to H'(lRn) 

for all S E IR. 

Exercise 95 
Lct k E IR\{O}. Show that the differential sperator - d + k 2 is an isomorphism from 

( 

n iF) 
H'+ 2(lRn) to H'(lRn), for all S E IR. Here d = ;~I oxf 

Exercise 9(j (see exercises 7 and 91) 

a) Show that there exist FE U(lRn) and N E N such that 

(I) ,,= (I - d)NF 
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b) Show that there exist functions!. E U(JR") n .B"(JR"), IIXI S; m, such that 

(2) J = L D'! 
IIXIs," 

(Hint: Note that rp . J = rp if rp E !ZJ(JR") and rp(O) = \.) 

c) Let U E £ii(JR") be a distribution such that for all! E U(JR") U .B" 

(3) (D'u) *! E Lroc for all IX E N" 

Prove that u E C' (JR"). (Hint: use exercises 7 and 91.) 

Exercise 97 (see exercise 60) Parametrices of elliptic differential operators with constant 
coefficients 
Let P(D) be an elliptic difrerential operator with constant coefficients in JR" which 
means that 

Pm(c;) = L a.C # 0 '<If, E JRn\{O} 
1IXI:sm 

a) Prove that IP m(f,)1 ~ Clf,lm, '<If, E JR". Deduce that there exist K > 0 and R > 0 
such that I P(f,) I ~ KIf,l m, '<If,: '1f,1 > R. 

b) LeI X E !J'(IW), X = I if I{'I S; R. Show Ihal
l -"R[j(9 E .'I"(JR"). Deduce that 

there exists a distribution E E .'I"(JR") and WE.'/' such that 

P(D)E = J - W 

(E is called a parametrice of P), 

c) Prove that for every kEN there exists IX E N" such that x' E E Ck(JRn
). 

(Hint: prove that .fF(DPx· E) E L'(JR") if IIXI is big enough and IPI S; k,) 
d) By the method used in exercise 60, prove that if u E £ii'(JR") is such that 

Pu E C' (JR") then U E C'(JR"). 

Exercise 98**: Fundamental solutions of differential operators with co_tant coelicients 
The purpose of this exercise is to prove that every differential operator with constant 
coefficients in JR", non identically zero, has a fundamental solution. 
I") We shall denote Dp = {z E C, Izi < p} and Hp the space of hoi om orphic functions 
in Dp ' which are continuous in 15,. 
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a) LetfE Hp and q(z) = z - A where A E C. We assume that g(z) = ~i~~ is also in He' 

Prove that there exists a constant C > 0 independant of ). such that 

(I) Ig(O)1 ~ ~ f2rr IJ(pe'iI)ldO 
p 0 

( Hint: start with p = I and apply the result to the functionsj(pz) and ~q(PZ).) 
b) Let rp E 01(IR"). Pwve that rfi can be extended to an entire function (i.e. 

holomorphie in C") which satisfies Irfi(c; + il)1 ~ Ce al
" where (I and C are positive 

constants. 

c) Let prO) = I (I,D'. (I, E C. We set P(O = I (I,C. 
IGlpiS1n liXl::;m 

Compute .;'dP(c; + il)rfi(1; + il)) in terms of P(D) and rp . 

..,0) I' .. P'(.) _ oP(.) - "ct us set I L, -:1r' L, • 

'L,I 

a) Let I(! E (I( U~"), show that: 

where C;' = (1;2' ... , C;n) 

Deduce, for:: E C, the expression of 

h) Prove, applying the results of questions lOa) and 2° a) to the functions 

and 

q(z) = Z + C;I + il)l - )'I(C;' + il)') 

that 

c) Deduce that for every IX = (lXI,' .... IX,,) EN" there exists A, > 0 such that 

sup fl[(:~)"pJ(1; + il)rfi(C; + il)WdC; ~ Cp sup f'P(l; + il)rfi(1; + il)1 2 dc; 
1,,1 sp, A'.l u~ 1'11-;:;1' 

(Hint: Iterate the inequality proved in question 2" b).) 

(continued p. 189) 
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d) Using I') c) and 2' c) show that for every p > 0 one can find C p > 0 such that: 

'V ({J E 0l(IR") 

3') We set E = {u = el""P(D) where ({J E 0l(IR"} and P(D) 

a) Let IE U(IR"). We define a linear form G on E by 

G(eI'IXIP(D)({J) = «({J./)u 

Prove that G is continuous on E considered as a subspace of U(IR"). 

b) Using the Hahn-Banach theorem prove that we can find II E U(IR") such that 

G(e""'P(D)({J) = (h, e""'P(D)({J)I.'(II'1 

e) Deduce that: 'Vp > O. 'VIE U(IR"). 311 such that e P"'u E U(IR") and P(D)u = I 
in 01'(IR"). 

4') a) Prove the existence oflE U(IR") and of a differential operator Q(D) such that 
,) = Q(D)f (Sec exercise 96.) 

b) Let P(D) be a diflcrential operator with constant coeflicients, non identically 

zero. Deduce from what precedes that there exists E E ~'(lRn) such that 

P(D)E = b 

c) Let 9 E C~ (1Il1"), prove that one can find u E e'(IR") such that 

P(D)u = 9 

Exercise 99* (see exercises 91, 93, 94) 

Let P(D) = I a,/)7 be a difl'erential operator of order m with constant coefficients 
!?::$m 

(OflP) in an open set 0 of IR". For fJ EN" we set pl/n(~) = 7Jii (~) where P(~) = I a,C. 
¢ IClI$m 

We shall denote by pl/ll(D) the differential operator with constant coefficients 
associated to the polynomial pUII(~). 

The purpose of this problem is to prove that if the polynomial P(~) satisfies the 
following condition. 

(C) There exist II > 0, R > 0 and C > 0 such that for all ~, I~I > R. 

IplfJI(~)I(1 + IWy2 :S ClP(~)1 

then for every open subset w of n, U E 0l'(0) and P(D)u E C"'(w) imply u E C'" (w). 

We shall call these operators hypoelliptic. 
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a) Let ffJ E !Jl(Q) and v E !/!'(Q). Deduce from the Leibniz formula that 

In the sequel we fix S E JR and we want to show that if u is a distribution on Q such that 

I'u E /li:,Jw) then U E /l1:,C<W). 
Let w' be an open subset of W such that ai' is a compact included in w. Then for every 
N EN one can find open sets wo, WI> ... , W N included in w such that 

(2) {~'.= W N C W N - 1 C : ... : C Wo ~ W 

Wj IS a compact con tamed m w
f

. I,j = 1,2, ... , N 

For j = 0 ... , N - I, we shall denote by ffJ, a function of !ii}(w j), ffJj = 1 on w i + I' 

b) Using exercise 93, prove that there exists t E JR such that ffJoU E H'(JR"). 
Deduce that for PolO, P(PI(D)(ffJou) E H,(m II(JR"). (We assume t < s otherwise 

U E H~oc(w).) 

We define the integer N in the following way 

{

t - (m - I) + (N - 1»)1 < S 
(3) 

t - (m - I) + NJl ~ s 

c) Using (I), with ffJ = ffJJ'v = ffJr 1 u, the exercise 94 then the condition (C), prove 
by induction that p(PI(ffJjU), PolO is in H,-(m-ll+i"(JR"). Deduce that U E H~oc(w). 

d) Prove the claim of the beginning of this exercise. (Hint: use exercise 91.) 
e) Prove that if P is elliptic i.e. L a.C # 0 for': # 0, then P satisfies (C). 

121""m 

o 02 

Prove that the heat operator P = iii - OX2' satisfies (C) but that the operators 

o 02 iJ2 02 

P = "f + i02 and P = D - 02 do not satisfy (C). Compare with exercise 51. 
u uX ut (IX 

Exercise 100**: Analytic hypoellipiticity of the elliptic operators 
We recall that a function v which is C" in an open set Q of JR" is said to be analytic 
in Q if: 
For every compact K of Q there exists a constant C > 0 such that for every oc E N" 

(I) sup lO"u(x)1 ~ CI.I+1oc! 
xeK 
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a) Using question a) of exercise 91 prove that there exists ko E N such that for every 
compact K' c 0 there exists C' > 0 sueh that for every v E !l&(O) 

(2) sup 11'(x)1 ~ C' L lIiJ'vllL'(fi) 
_'CEK' 1a:lsko 

We consider in what follows a differential operator of order m with constant 
coefficients, which is elliptic, i.e. 

Pm(~) = L (I.e", 0 for all ~E ~"\{O} 
Ictl-m 

b) Prove that there exists C, > 0 such that for all .; E W 

Deduce that one can find C2 > 0 and R > 0 such that for all ~ E [Rn. I~I > R 

c) Prove that there exists C3 > 0 such that for all v E !l&(O) 

Lei w be an open subset of 0 and u a distribution on 0 such that P(D)u is an analytic 
function on (0. Let w be an open set such that w c w; we know from exercise 99 
that u is a C' function in w. Our purpose is to show that u is actually an analytic 
function in w. 
For £ > 0 we set w, = (x E w: d(x, Cw» £r 

d) Let £, £, > 0 and X be the characteristic function of w" +(,12)' i.e. 

£ 
xCv) = I ifd(y, Cw) > <, + 2' x(y) = 0 if d(y, C w) ;s; £, + ~ 

Let 'P E E0(W) be such that: 

f 'P(x) dx = I. 
w' 

'P ~ 0, sUPP'P c {x: Ixl ;s; I} 

We set 

'P..,,(x) = i;f X(Y)'P(~-~Y)dY where" = £ 
(J R" .. u. 3 

Prove that 'Pu , E ,')'(w,,), 'P u , = I on w'+" and: 
For every ex EN", there exists a constant C, > 0 independant of £, £, such that 

(4) sup IrJ''P,-,,(x)1 ~ C,f- I
'
I 

,E=W r 
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e) Prove that one can find C > 0 such that, for every Ii' E C" (w), for every positive 

1:,1:" r. E ]0, I[ and every e< E N n such that le<I S Ill, we have: 

(5) 1:"'IID"II·lIn .. ",;::; C(E"'II P(D)II'II 1 I,.,,) + L E,IIIID/\rllL'i<"") 
I/fl<m 

(Hint: Apply inequality (3) to t' = ((I", II' and use the Leibniz formula,) 

f) Deduce, from the analyticity of Pu in OJ, that 

3M> O:'i/)E N:je S 1 

g) Prove by induction onj E N,) ~ I, that there exists a constant B > 0 such that 

for every I: E 10, I I and every) E N such that jf. S I, 

1)'1 < III + j 

(Hint: Note that (6), is true if B is big enough, then increase B if necessary so that (6), 

implies (6),." Use the fact that (6)) implies (6)" , for 1)'1 < III + j then apply (5) with 

I:, = je, II' = D""u, Ie<ol = J-
h) Let K be a compact subset of n and a E ]0, II be such that K c w,,' Taking 

a , h i = 1)'1 and I: ~ ,Ill (6)} provc t at: 
1 

(7) II J)J II < B"'"' (1l'i)'J! U [llltI,,) - a 

i) Deduce from (2) and (7) that u is analytic in 1iJ. 

We recall that it follows from Stirling formula that for p, q E N big enough we have 

C,p' S pr S Cip' where C" C 2 arc independant of p and (p + q)' s 2r "'p!q' 

Exercise 101**: (see exercises 6 and 90) 

I.et P(.\", D) L a,(x)D' be a differential operator of order III ~ :1 in an open 
Ill'm 

set n of ~", 

We set {J",(x, s) = L a,(.\)C and 
!'l"I-"-m 

L = {(x, ~) E n x IRn\O: p",(x, ~) = Ol, 

We shall say that the operator P is of principal type if 

(*) 'i/(x,~) E L 3) E {L 2, ,'" n}: O~;n (x, ~) ¥- 0, 
( " 
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The purpose of this problem is to prove the following result: 

«If P is an operator of principal type with C' coefficients and if Pm(x, .;) has real 

coefficients then P is locally solvable i.e. For every a E n and every fE C; near a there 

exists U E 9"(n) such that Pu = f in a neighborhood of a.» 

1°) Using the homogeneity in ¢ of Pm prove that P is of principal type if and only if 

(**) \f(x, ¢) E n x IR"\O 3) E {I, 2, ... , n}: t: (x, .;) #- O. 

Y) Let R > 0, a E n be such that 

B(a, R) = {x E n: Ix - al < R} c n. 

Let S E N*. Prove that there exists a positive constant C(R) such that lim C(R) = 0 

and 

(I) 11Q1111t' I ~ C(R) I IID"Q1l1l, 
Icxl-'--.I 

if R is small enough and Q1 E C; (B(a, R»). 
(Hint: Discuss first the case s = I, supp Q1 C {x: lx, - a,l < R} and write 

Q1('" ... , x,,) = I" :Q1 (t, x 2 , •.• , x")dt. 
(II R ;X t 

r) Assume that the (oeflicicnts of Pare C' in n. Let P* be its adjoint in U and 

R > O. Show that we can find C,(R) > 0, satisfying lim C,(R) = 0, such that for 
R .0 

every Q1 E C,; (fJ(a, R» 

" 
(2) I IIP:,;'(x, D)Q1l1f, ~ C(R){IIPQ1llt, + IIP*Q1I1j', + 1IQ1l1i,m I} 

J ~ I 

whcre 1':,;'(.\, J) is the operator whose symhol is i~"(x, ';). 
C~j 

(Hint: Note that P:: ' = i[P.." x, - aJ. Then write II P~:'Q1112 = (P::'Q1, iP",(xj - a)Q1) -
(P:,;'Q1, i(" - a)P..,Q1), and use question 2°).) 

4°) Let us assume that P is of principal type. Using question 2°) prove that: 

(3) 1IQ1117tm I ~ C I IIP'''(a, D)Q1l1t, \fQ1 E C;(B(a, R)) 
f= I 
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Deduce 

n 

(3)' IIqJllttm I .:::; c L IIp(J)(x, D)qJllt, 'V qJ E C; (B(a, R». 
"I 

(Hint: Use the fact that if P is of principal type then 

± liJP"!.(a, ~)12 ~ CI~I)m ) 
J~I iJ~J 

'V~ E IRn\O.) 

5') Let us assume moreover that Pm has real coefficients. Show that one can find a 

constant M 0 > 0 such that 

'VqJ E C;{ (B(a, R». 

(Hint: P - P* is of order m - I.) 

Deduce from the preceding questions that there exists C > 0 such that 

(5) IIqJllttm I .:::; ClIP*qJllt,. 

6') Let fEe;: (il). We consider the subspace of U(B(a, R» defined by 

E = {", = P*qJ where qJ E C;{(B(a, R»} 

and the map I: E ..... C defined by: '" = P*qJ ..... 1(",) = <f, qJ). 

Let E be the completion of E in L 2 • Prove that I can be extended to a continuous linear 

form on E. Deduce that P is locally solvable. 
(Hint: Use inequality (5) and the Hahn-Banach theorem.) 

T) Give examples of differential operators which satisfy the conditions required in 

this problem. 

Exercise 102* 

Let I be an open interval in IR and il be an open subset of IR". We shall denote by 

(I, x) the point in I x il. We shall denote by Ck(J, g)'(il» the spaee {u E g)'(J x il): 
n:1I E C°(l, 'J"(il», 0 .:::; j .:::; k} where k = 0, I •.... + (1J and C°(l. g)'(il)) is the 
space of all II E g)'(1 x il) which can be locally written as u = L D~u. where 

lill$Jl 

II. E C°(J x il). 

Let P be a second order differential operator, with constant coefficients, on the form 

P = D~ + L aj,D:D~. The purpose of this problem is to prove the following 
1CJ:I+j~2 
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claim: 

(*) u E ~'(l x Q), Pu = 0 = U E COO (I, ~'(Q». 

a) Let u E §I'(l x Q) such that D,u E C°(l, ~'(Q». Prove that u E C°(l, ~'(Q». 

b) Show that U E CI(f, §I'(Q» and Pu = 0 imply U E coo(l, ~'(Q». 

c) Show that if U E ~'(1 x Q) satisfies Pu = 0 then U E CI(l, ~'(Q». 

Remark: 

This result is still true when P is a differential operator of order m ~ 1 with ex. 
coefficients. It implies in particular that the traces on a hyperplan t = constant of the 
distributions solutions of Pu = 0 are well defined and are distributions. 

Exercise 103*: The Cauchy problem for the wave equation (see exercise 70). 

We shall denote, in what follows, by (t, x) the variable in IR x IR n and D = 
02 n 02 
ot2 - i~ oxf' The Green function of the Cauchy problem for the operator D is the 

distribution G(t, x) in IR x W solution of the problem 

DG = 0 in [J;l x [J;ln, GI,~ 0' = 0 O~GI = £Ix (the Dirac measure at x = 0) 
ut t ~ 0 

The purpose of the first part of this exercise is to prove that the existence of Gallows 
us to solve the Cauchy problem: 

(**) D f · tTbn+ I I au I u = In '"' , U t~O = rp,,, 
vI 1=0 

wherefE C;'([J;ln+l) and rp, 'II are in C;'([J;ln). 

I. a) Show that the existence of G is sufficient to solve the problem 

(\ ) 1 1110= () uol, () .~ ():;- = ",. (luol 
vI 1=:00 

b) Let v be the solution of the problem 

(\ )' Dv = 0 vl,~o = 0 °a
v I = rp 
t ,~O 
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and w = a,v. Find a problem for which w is a solution. Deduce from a) the solution of 

(2) 

c) (Duhamel principle). 
Let r E IR + and vex, t, r) be the solution of the problem 

(3) CDI . lll' = 0 l'/'~o = O. -;;- = f(x, r) 
ut I~() 

We set U2 = F 1'(X, I - r, r) dr. Find a problem for which U 2 is a solution and deduce 

the solution of the prohlem (u). 

II. In this part we arc going to compute the Green function G in IR x IR'. 

a) Let GU, c;) be the partial Fourier transform in x of G(I, x). What differential 
equation does G satisfy? Deduce G(t, C;). 

h) We consider a real numher a E IR + and the distribution in IR', t5(a - I xl) defined 

by (t5(a - lxI), f{J) = J'I~a f{J(x)dx. Compute the Fourier transform of this 

distribution. (Hint: Use exercise 70.) Deduce G(I, x). 

c) Write dowlI the solutioll of the Cauchy prohlem (u) in IR'. 

Exercise 104 
iJ2 n a2 

I. We consider the wav!' opnator 0 = - - " - in 
01 2 i~1 ax~ 

IR'~+I = {(t, x): t > O} 

and we arc going to prove that if u is a ('2 real solution of the Cauchy prohlem: 

(I) " O' .,"+1 I (lui [~u = III '" t ,u ,~O = T 
u '00 

o 

in 8 0 {x: Ix - xol ,;;: lo} then u vanishes in 

n = (it, x): 0 ,;;: t ,;;: to, Ix - xol ,;;: to - I}. 

a) Give a geometric interpretation in IR' of this result. 

(
aU)2 b) We set 8, = {x: Ix - xol s to - t}, IVul 2 = at + L aU and n (a )2 

}=l Xj 
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E(t) = ~ f IVul 2 dx. Show that 
n, 

where cB, is the boundary of B, and da the measure on it. 

c) Using equ~tion (I) and the Gauss-Green formula (*) deduce that 

L \'i / • v = (Vi) being the unitary normal to ('B,. 
I I ('X, 

dE 
d) Show then thard! ~ 0, deduce that E(I) = 0 in 0 and conclude. 

II. Let u E C2([I;lnt+') be a real solution of the Cauchy problem 

We sct f'" = supp 110 U supp II,. Prove that supp u c r = {(x, I): d(x, ['0) ~ n. 
(Hint: Show that ere C supp u using the result proved in the first part). 
(*) We recall the Gauss-Green formula: ifj= (fl' ... In) 

f f ~f;.dX = f <I. v) da 
I-I n (X, ('{1 

~. 

Exercise 105 
Let 0, and 0, be two open subsets of [I;l" and k a distribution on Ox x 0, .. To this 
distribution corresponds the operator K: C~ (0,) ..... ~'(Oxl given by 

Ku(x) = (k, u(y» 

We say that k is semi-regular in x if K maps C;f (Oy) in C X (n,). We say that k is semi­
regular in y if K extends to a continuous linear map from C'(ny ) to ~'(n.J. Finally k 
is said to be very regular if it is semi-regular in x and y and moreover it is a C" 
function outside the diagonal x = y. 
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Let P(x, Dx) be a differential operator with C n coefficients in an open set Q of IR·, A 
distribution k E 9i'(Q x Q) is called a parametrix of P if 

P(x, Dx)k - b(x - y) E C'(Q x Q) 

(Here b(x - y) is defined by (b(x - y), III(X» = lII(y». 

Our purpose is to show that if 'P, the transpose of P, has a very regular parametrix 
then P is hypoelliptic in Q (,Pis defined by 

(,Pu, III> = (u, Prp), u E £il'(Q), rp E C;'(Q». 

Let u E 9i'(Q) be such that Pu is Coo in a neighborhood V of a point Xo E Q. Let 
rp E C;;'( V), rp = I in a neighborhood V, c c V of Xo. Let p E Ccf(IR"), p = 0 for 
Ixl > Ii, p = I near the origin. 

a) Prove that the expression 

p(x) = (p(x - y)k, P(y, D,,)[rp(y)u(y)l> 

is well defined. Noting that P(rpu) = rpPu in V" prove that if Ii is small enough, v is a 
C" function in a neighborhood W of Xo. 

b) Using the hypothesis, show that v - rpu is a C" function in Q and conclude. 

Exercise 106: Singular spec!; lm of a distribution 
Let u E 9i'(Q) and (xo, ';0) a point in Q x IR·\O. We say that (xo, ';0) is not in the 
singular spectrum of u, for short (xo, ';0) ¢ ss(u), if there exist a neighborhood V'o of 
X o, a conic neighborhood r<o of';o such that for every rp E C~(V,) 

a) Let n: Q x W -+ Q be the projection (x, .;) I-> x. Show that 

nss(u) = sing supp (u) 

b) Let IR: = {(x', X.)E W- I x IR: x. > O}, Let X be the characteristic function of 
IR:, Show that ss(x) = A = {(x', x.' ';', .;.): x. = 0, ';' = 0, .;" # O} 
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Exercise 107* 
LetfE9'(IR"-') andpE C'X;(IR) be such thatp = OforT ~ I,p = I forT;?: 2. 

For'; = (IT,T)EIR"-I x IRwe setg(';) =f(jr)P(T). 
a) Prove that g E /I"(IR") n C '(W). 

b) Prove that g is rapidly decreasing in a conic neighborhood of the following 

points: (ITo, To) with ITo f= 0 and (0, To) with To < O. 
(Hint: Note that in a sman enough conic neighborhood of the first (resp. second) 

point we have ITI ~ CI'11 (resp. T < 0). 

c) Show that for 1';1 big enough 

(Hint: Distinguish the cases ITI ~ IITI and IITI ~ ITI.) 

d) We consider the distribution u = ;;;-Ig where ;;;-1 in the inverse Fourier 

transform. Computing ;;;(x'DPu) show that u is Coo outside the origin. 

e) Let If! E i/'(IR") and h E L X;(IR") n C'(IR"). We assume that there exist a point';o 

and a conic neighborhood f <, of';o in which h decreases rapidly. Show that If! * h is 

rapidly decreasing in a cone r" C C f". 
(Hint: Use the fact that for'; E r" and, ¢ f" we have I'; - " ;?: elm. 

f) Deduce that 

ss(u) C A = {(x, .;): x = 0, IT = 0, T > OJ. 

g) Show that ss(u) = A. 

Exercise 108 (see exercises 106,94) 

a) We consider the distribution on IR defined by 

Prove that ss(u) = {x = 0, .; > OJ. 

(Hint: use inequality a) from exercise 94.) 

~ " ;, 
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b) For (t, x) E 1R2 we set 

f
" e-"'~e2;".< 

vet, x) = 0 (I + ¢2)2 d¢. 

Show that v is a C' function solution of the equation Lu = (~ -
ot 

c) Deduce that L is not hypoelliptic. 

Exercise 109 

it;-)V = O. 
ex 

We give two C' functions a and Uo from IR to IR, U O with compact support. We 
consider the non linear Cauchy problem 

{ 

(lU (x, I) + ll(U(X, I)) ~u (x, t) 0 
(\) (It ox 

u(x, 0) = uo(x) 

We want to prove that this problem has a C' solution u in IR~ = {(x, t) E 1R2, t ;;;, 0) if 
and (lnly if 

'Vx E IR. 

a) Show that every solution u of (I) is constant, equal to uo(.~o), on the curve 
(y(t), t) where y is the solution of the differential equation 

{ 

~ = a(u(y(t), t» 
(3) dt 

yeO) = Xo 

Deduce that the solution of (3) is y(l) = Xo + ta(uo(.~o». 

b) For t ;;;, 0 we consider the map F,: IR --+ IR defined by x = F,(xo) = 

Xo + la(uo(xo». Show that this map is a C' diffemorphism from IR to IR for evcry 
t ;;;, 0 if and only if condition (2) is satisfied. 

c) Let us assume (2) satisfied ant let Xo = G,(x) be the inverse of F,. We set (4) 
lI(X, t) = uo(G,(x». Show that u is a solution of problem (I) in IR~. 

d) Conversely, let us assume that (2) is not satisfied; Uo having a compact support 
the function a'(uo(x». ub(x) reaches a minimum m < 0 at a point Yo. 

-I 
Prove that formula (4) still defines a C' solution u of problem (I) for 0 ~ t < -, 

m 
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such that 1 ~u 1---+ + OCJ when t ---+ ,=-'-. 
ox m 

e) Deduce that the largest T such that a C' solution exists for 0 ~ t < T is given 

b T = I 
Y Max ( - a'(uo(x))uo(x)) 

'ER 

SOLUTIONS OF THE EXERCISES CHAPTER 7 

Solution 90 

a) We just have to show that H '(IT;l") is complete. Let (f))EN be a Cauchy sequence 
in H'(IT;ln); it follows that {(I + 1~12)"'j)j is a Cauchy sequence in U(IT;l") which 

is complete. Therefore (I + 1~12r"j; ---+ g in U(IT;ln); g E U(IT;l") c .'/"(W) 

and (I + I~I') "g E Y"(IT;l"). Then there exists f E Y"(IT;ln) such that 

(I + I~I') "g = 1 (isomorphism of the Fourier transform in Y"(IT;ln)). So 

fE 9"(IT;ln) and (I + 1~12)';1 = g E U(IT;l"), i.e.fE W(IT;l") and (I + 1~12)'12f;---+ 
(I + 1~12r"Jin U(IT;l"), i.e./; ---+ fin /f'(IT;l"). 

If SI :::: s, we havc 

so H" c H" with continuous injection. 

b) Since IX, + ... + IXn ;£ m we have, setting (I + ~r + ... + ~~) = A :::: I: 

But A ~ ~f for all i I, 2, ... , n so: Am ~ ~;" ... ~~" which prove the first 

inequality. 

By the binomial expansion 

m p P - PI P PI - Pl1 2 

(l+~r+··+~~)m=L L L ..... L C p.P, .p, 
- P" I) 

p=OP1 .. =OP1"'-O Pn - 1=0 

where C
M

,. .p" are constants. Since p, + p, + ... + (p - p, - ... - p,,_,) = 

p .,:: m we have: 

(1 + 1~12)m ;£ C[I + f ~;" ..... ~;'mJ; where Max CM ,. 
1(%1= I 

.,p" I 
;£C 

which proves the second inequality. 
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c) LetuEHm(lR")thenlu(';)1 2 5: (I + 1';1 2)'"lu(';)I2;souEU([R1")anduEU([R1"). 

Moreover by b) we have: 

L, f.;;·'··· ';~'"lu(';Wd'; ~ C, f(l + 1';1 2)ml u(';)I2d'; 
Ictl<m 

Now :1'(D'II) = .;;' '" ';:"1; <0 by the Parseval formula 

L fID'U(XWdX ~ C,IIIIII; 
1:J:I::s;m 

which proves that H'"([R1") c E and that 1111; :$ C,IIIIII~. 

In the same way. by the second inequality 

f(l + 1';1 2nu(';)I2d'; ~ C[IIUllt, + '$~$," ID'U(X)I2dX] 

I.e. E c H'"([R1n) and 111111; :$ Clul;. 

Solution 91 
a) Let U E H'([R1n). It is sufficient to prove that D"II, derivatives in the distributions 

sense. are in CO([R1n) for lexl :$ k. This will be true if we prove that D'u, for lexl :$ k, 

are the Fourier transform of functions in L'([R1n). Now in Y"([R1n) we have 
[)'II = .':i"[.;'(D'u)]. Let us prove that ,~(D'II) E V ([R1n). We have 

1,;'(D'u)1 = leul = 1.;'1(1 + 1';12)'2(1 + 1';12)'2Iul 

and by the Holder inequality 

fl;'(D'U)(Old';:$ (fl';12(1 + 1';1 2
) 'd.;)'2(f(l + IW)'IU(¢Wd.;Y

2 

Now lei' = .;;., ... .;~." ~ (I + 1';1 2 )1'1 ~ (I + 1';1 2)' iflexl :$ k and we have 

I /'("") 'f 2( --- k-) -> " I' C \ > n + k (I -f 1';12), ,F > '" ,s - •. " . 2 . 

h) If s > i + k we have Hi'oc(O) c C'(n). Indeed let Xo E 0 and V" he a 

neighborhood of Xu' Let rp E ::0(0). rp = I on V" and U E II ,'u,JO). Then rpll E JI'(IH") 

and by a) rpu E C'(IR"); since rp = I on V'o II E C'( V,) for all V" which proves that 
u E e'(o). It follows that 

n lfi:,,(O) c e'(0) 
"R 

If II E C' (0) and rp E ,'}l(n) then rpll E'}l([R1n) c .'/'(lRn) c W(lRn) for all s, 
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Indeed if rpu E Y'(W), (I + IW) P2 1(;;;)(';)1 ~ Cp for all pEN and all'; E IR n
, 

f (I + 1';12)'1(q;;t)(';)I2d'; ~ f (I + 1';1 2)"1(;;;)(';)12(1 + 1';1 2)'-Pd'; 

so 

IIrpull~ ~ q f (I + 1';1 2
)' Pd'; < + 00 

. 'f n if 2(p - s) > II, I.C. I P > :2 + s. 

Therefore C' (0) c n H,',,,(O). 
SER 

Finally n Hi'.x(O) c n Ht.x(O) and we have the inverse inclusion. Indeed if 
JER kE'~ 

U E n H~oc and S E IR, let ko be an integer such that ko > s; by exercise 90 we have 
kEN 

H~~(O) c Hi'oc(O) so U E n Hfoc(O) 
JER 

Solution 92 
Let rp E ::0( U) and K = supp rp, Let us show first that D~(rpf) and D~(rpf) are in 
U(W x IRq). Indeed supp D:(rpf) c K, supp D~(rpf) c K and: 

D:(rpf) = L C; D: 'rpD:f (also for D~(rpf) 
:x ::;;:x 

so 

sup ID:(rpfll ~ C L sup ID:fl ~ C~ 
K 1l':$:X K 

by the sccond hypothesis. Therefore D:(rpf) E C' Il 6' c U(IRP x IRq) (also for 

D~I(rpf), By Fourier transform we get for all 0( and fJ 

C(;;]) E U(W x [R"), 

Since 1';1' (resp. 1,,1 1
) are finite linear combinations of expressions such as C (resp. ,,~) 

it follows that 

(3) l';I'(~h E U(IRP x IRq) and I"V(q;{j E U(W x IRq) for all i,J EN 

Moreover 

I k n 

(I + 1';1 2 + 1,,12)k = L CZ(I';12 + 1,,1 2)" = L L CZC:I';12ml,,12In-m) 
n--O n=O m=O 
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From the inequality a . b :0; Ha 2 + b2
) we get 

I( k n k n ) 
(4) (I + IW + 1'I12)k :0; 2 n~o m~o C:C;;'I~14m + n~Om~o C;C;;'I'I1 4

(n m) 

From (3) and (4) we deduce that (I + 1~12 + 1'112 )kI2(;';') E U(W x ~q), SO 

CPJE Hk(~p x ~q) for all ({J E 2I(U), i.e.JE Htoc(U) for all kEN. 

Now by exercise 91, n Htoc(U) = C(U);SOJEC"(U). Q.E.D. 
kEN 

Solution 93 
a) If T has compact support, t is a C" function and 

t(~) = <T,e 2m(x O ) 

Since T has finite order there exist a compact subset K of ~" and C > 0 such that 

I t(~)1 ~ C L sup ID'e -2m('01 :0; C. L lei 
1:x1-<;./... K 11X15,k 

Now 

It follows that 

and 

The function (1 + 1~12)'H is in L'(~") if -2(s + k) > n, i.e. s < -~ - k. 

b) Since every distribution with compact support has a finite order it follows from 

a) that for each T E <I"(W) there exists S E ~ such that T E H'(W) so <1" c U H'(~n). 
SER 

Solution 94 

" I + 1~12 a) hrst of all -- .__._-- :0; 2(1 + 1'112). Indeed 
I + I~ - '112 

I~I :0; I~ - 'II + I'll so 1~12 :0; I~ - '112 + 1'112 + 21~ - '11,1'11 :0; 2(1~ - '112 + 1'112) 
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since 2ah S a2 + b2 • It follows that 

I + 1¢1 2 I + 21¢ - '112 + 21'112 I + I¢ - '112 1'112 
.-,---;-;:--'----'--;-;0 < < 2 + 2 -,---,-T;;~~ 
I + I¢ - '112 - I + I¢ - '112 - I + I¢ - '112 I + I¢ - '112 

S 2 + 21'112 = 2(1 + 1'112) 

Which proves the inequality for s > O. 
For s < 0 the proof is the same. 

b) Let IfI E [?(~n) and u E H'(W) c u(~n). Then IfIU E u(~n) and fu = !jJ * u; 

herc IfI E .'I' so !jJ E '"'. Ii E U so the convolution is well defined. Moreover 

IIlfIullJI' = L (I + 1¢12)'~/(¢Wd¢ = L (I + ,¢, 2)'jf !jJ('I)u(¢ - 'I)d'lj2 d¢ 

II ifill II 11' ~ L (I + 1¢12)'[fl!jJ('I)ld'l][fl!jJ('I)I'IU(¢ - 'I) 12 d,,}¢ 

(We have applied the Holder inequality to 1~(,,)I'12. I Q(,,) I '11 . lu(¢ - '1)1.) 
So 

Using the inequality proved in a) and the Fubini theorem which can be applied here 
since all functions are positive. Then 

so 

Q.E.D 

Solution 95 
a) Let us prove that - ~ + k 2 is a continuous operator f~om H'+l(~n) to H'(tp,n). 

LetIlEH'+2(~n) c Y"(W);ff(-~u + k 2u) = (41l21¢1 2 + k2)UEY"(W) so 

(I) (I + 1¢12)'2W(_~11 + k 2u)1 = (I + 1¢12)'!1(41l21¢12 + k')lul 

and 

(2) (I + 1¢12)"2(41l21¢12 + k 2) S Max (41l2, k 2)(1 + 1¢1 2)(,!1)+' 

SinceuEH'+2(~n),(1 + 1¢1 2)(,2)+'UE U(tp,n) so (I + 1¢12)'/l.~(_~11 + k1u) is in 

U(~"). i.c. - ~u + k'u E H'(~"). Moreover by (I) and (2) 

1I-~11 + k 2ulll1' ~ CIIull~'" 
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b) - ~ + kl is a bijective operator from w+2(lRn) to H'(lRn). 

ltisinjectiveforuEW+ 2 and -~u + klu = O=(4n21~I' + kl)u = Oin,'I"(lRn)but 

(4n'I~I' t k') i () so 1;= 0 and II -- () since the Fourier transform is an 

isomorphism in .'I"(IR"). 

It is surjective. Indeed let f E 11'(lRn) then l' = (4n21~I' + kl) It E .'I"(IR"), i.e. 

(4n21~12 + kl)v = 1 By inverse Fourier transform we get 

(-~ + k').¥1' = f 

Then u = .0;:1' E II"'(IR") and (-~ + k')u = f Indeed 

Then'fore - A + k 2 is a continuous bijective linear operator from 1I,+2(1R") to 

1I'(Ihl") which arc Banach spaces. The continuity of its inverse follows then from 

the Banach theorem. Therefore -!J. + k' is an isomorphism from H" '(IR") to 
II'(IR:") 

Solution 96 

a) Using the Fourier transform we see that (I) is equivalent to 

I = (I + 4n'I(I')' t 

If S i, big enough (4N > n) the function (J+-~(I' V is in U(IR:"). 

Then \\c take F = .1"[(1 ~.,21(12) "j E U(Ihl"). 

h) Letrp E o/(IR:") such thatrp(O) = I. Then rp' () = () since <rpb, '1/) (b, rp'l/) 

'It/O),!,(O) '1/(0) <,l, III) ror all 'I" '.I'(n·l") 

It r"lIo\\'s rrolll (I) that 

()=rp L 1I
7
D'Fwhere FE U(IR:") 

i:lI~2N 

By the Leihniz Formula we can write 

L o,D"(rpF) L a, L C~DPrpD" PF 
1:l1'5:2N l:tl5: ?i\' {I$X 

L aJY(F) rp L {/,D"F+ L {/, L a"C~DllrpD" IIF 
I 'XI ~_.: ,\ Irll<J.,V l:xl~, 2,1\,' {f~1X 

/i I n 

206 



CHAPTER 7, SOLUTION 96-97 

So we have 

rp L aJ)'F= L a, D'(rpF) + L rp!D' F where rp! E 9(1R") 
Ill· ~N i'll- ~ \' 10:1< ~N I 

Now 

rp!D'F = D'(rp!F) + L C~D'rp!D'-PF 
0</15.(1. 

so 

L rp!D'F= L D'(rp!F) + L rp~D'F 
1:>:1511\ 1 1:x1$2N -I i7152N-2 

At each step the remaining term has a lower order so at the k'h step we shall have 

,5 = L a,D'(rpF) + L D'(rp!F) + L D'(rp;)F + ... + L rp~D'F 
i:xI:52S 1:):1:0:;:.\' I 1J!I:o:;2N-2 lo:ls2N-k 

If we continue until k = 2N the last term will be equal to rp;N F, so setting a,rp = rp~ we 
get 

2N 

,) = L L D'(rp~F) 
/.. -=0 lal:o:;2N' k 

and rp~ E 9(1R") so rp~F E U(IR") n J'. 
c) From (2) and (3) we get 

nl'" nl'" • () L (/)IIU)' ([)'f~) L [(/)'/)11
,,). f~J E I,~, 

l:ll:--om Itrl5m 

from which we conclude that for all 'I' E g(,(IR"), 'l'DPu E U(IR"). But by exercise 7, this 
is equivalent to say that DII 'l'U E U(IR") for all P i.c. u E H;x(IR") for all kEN.'''' 
By exercise 91 n H~x(IR") = C (IR"). Q.E.D. 

I..rf\l 

Solution 97 
a) We have I I'",(S) I ~~ (. if I~ I I since Iisl II is compact and I' is a non 

vanishing continuous function. Let ~ E W\{OI then I~I E S so 

(If ~ = 0 the inequality is still true since both sides vanish). 

Moreover 

P(~) P m(~) + Pm 1(~) + ... + Po(~) where Pd¢) = L a.C 
1.1 . A 
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f 
and 

I Pk(,;) I ~ L la.II';·1 ~ L la.II';I'·' = Ckl,;l k 
1.I~k l'l~k 

Then 

I P(,;) I ~ I Pm(,;) I - IPm-,(,;)1 - ... - I Po(,;) I ~ CI,;l m - C(I,;lm-' + ... + I) 

But if 1';1 > R ~ I andk = 0, ... ,m - I we have 1,;l k ~ ~1';lmso 

'f mC C. 'f . b' h 
1 R ~ 2' I.e. 1 R IS Ig enoug . 

b) Since X = I for 1';1 ~ R, function I ;(;)(,;) defines a distribution. Moreover 

since 1';1 > R. 

I
I - X(,;) I 2 2 <--<-­

P(,;) = KIW = KRm 

So I ~ X E L' (IR") c .'I"(IR"). Therefore we can find E E ,'I"(IR") such that 

E = I - X(~ 
P(,;) 

We deduce that 

P(,;)E = I - x(,;) 

and by inverse Fourier transform 

P(D)E = t5 - w 

where w = i E .'J'(IR") since X E '@(IR") c .'J'(IR"). 

c) Let fl, IX EN". The Fourier transform of DP x' E is 

It is easy to see that 
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(This expression vanishes filr I¢I 5 R since X = I.) 

If m + lal - IPI > n the function l';lm~'"'-'P' is in L'(~") for I¢I ~ R. 

So ifm + lal > n + IPI, ¢#(-Dj"EE L'(~n) and since 

DPx"E = i?(';p(-D)"E) 

we conclude that D P x" E E eO(W). (Fourier transform of a function in L'(W).) 

So, for a given k we choose a such that lal + m ~ n + k. Then we shall have 
x"E E ek(W). 

d) From question c) we deduce that E E eX(~n\{o}). (indeed we just have to take rx 

such that x' "# 0 if x "# 0.) 
Let rp E ~(~n) such that rp = I for Ixl ,,;; I. Using the same method as in exercise 60 we 
show that 

P(rpE) = rpPE + I/f 

where I/f E ~(~"). 

Since PE = " + wand rp" = ", we get 

P(rpE) = " + rpw + I/f 

so 

11 = 11 * " = 11 * P(rpE) - 11 * (rpw) - 11 * I/f 

11 = PII * rpE - 11 * (rpw) - 11 * I/f E C' 

since PII E ex. rpw E P(~") and I/f E ~(W). 

Solution 98 

n a) Let g(z) = !~l..X' If IAI > I we have Ig(O)l = I~~)I < 1/(0)1. 

By the Cauchy formula we have, setting aD = {z E IC: Izl = I}: 

I f I(z) I f2' iO /(0) = --;- -dz = - I(e )dO 
2m ,'D z 2n 0 

so 

I f2' 
1/(0)1 s 2n 0 1/(e,o)ldO 
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If 0 < 1)"1 s I, let us consider the following function h E HI: 

h(z) = (I - ~z)g(z) 

Then 

h(O) = g(O) 

and 

Ih(z)1 = : I -=- )lZIIJ{Z)1 = IRz)1 for 1=1 

Using the Cauchy formula we get 

Ig(O)1 = Ih(O)1 s ;n r' Ih(e,II)1 dO = 21n rn If(e,II)1 dO 

If), = 0 we apply the Cauchy formula to g. We get 

Ig(O)1 ~ 2L f2" Ig(e'")1 dO = f- f2" If(e,II)1 dO 
7r I) ..... Jr () 

Let us assume I' # I and let us consider the functionsJ(pz) and !q(p;:) which are in 
I' 

plg(O)1 s 21n r' 1/(1' e,II)1 (5(} 

b) Let us set for ¢ + ill E en 

Q.E.D. 

(2) ~(¢ + ill) = f e .,(,.n")'P(x)dx = f e ,(,.c. e(""'P(x)dx 
Rn 

1\,:"';11 

This formula makes sense for every ¢ + ill E en since we integrate a continuous 

function on a compact set. If 11 = 0 we recover the Fourier transform of 'P. Finally we 

can derive under the integral sign with respect to ¢ and 11 and we get 

i = I, ... , n 

Therefore ifJ is holomorphic in e". Moreover 

lifJ(¢ + ill) I s ea,,1 f Irp(x)ldx = Cea,,1 
1\1 <, /I 

for <x, II) L x,lli s Ixl ·1111 sa' 1111· 
, 1 
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.....--..... 
C) We have P(D)rp(!;) = (PrP)(!;). By formula (2) we get 

I'(¢ t il/WI(¢ -4 illl c f c '<'~'c!""p(n)rp(x)dx 
It" 

= ,~,[e(q) P(D )rp] 

Therefore 
.~,[P(!; + il/),p(!; + il/)] = e<q) P(D)rp(x) 

2") a) We have PC!;) = (¢, - ),,(!;'»(!;, - A,(!;')) ... (!;, - )'m(!;'» since P is a 
polynomial in ¢, of order 111 with coeflicients depending on ¢' E u:l!" I 

It follows that 

Therefore 

P' (e)"(") = Pie!;) P(J') "(J') =;. P(!;),p(!;) 
, . rp ~ PC!;) s rp S I':' !;, - A,(!;') 

So we shall have 

Pi(!;, + il/, + :,!;' + il/'),p(!;, + il/, + Z,!;' + il/') = 

;, P(¢, + il/, + z, ¢' + il/'W(!;, + il/, + z,!;' + il/') 
:---- L - - - - - - ":-.- .---. ~ -~- --~,--- ----:---;-- .. - -- --~- ----

I" !;, + '1/, + z - Ai(!; + '1/ ) 

For every j, I :s: j :s: 111, the functions. 

fez) = P(!;, + il/, + Z,!;' + il/'),p(¢, + il/, + Z,!;' + il/') 

q,(z) = Z + !;, + il/, - ))!;' + il/') 

g,(z) = f(;;) are holomorphic functions in every set Dp = {z E C: Izl < pf. 
g,(z) 

Applying, for every i. the estimate found in question I") a). in D
" 

~ we get 

I P; « i ill)IP«1 ilill < 

~ C
" 
f" Ip(¢, + il/, + ~e'/I, C + il/'),p(¢, + il/, + ~e'/I. C + il/')ldO 

where the constant Cis independant of!; and 1/. It follows from the Cauehy~Schwarz 

inequality that 

I Pi (¢ + il/)Ij>(( + il/)I' ~ 

~ c;, f" Ip(¢, + ill, + ~e'/I,!;, + il/'),p (!;I + iI/I + ~e'{/'!;' + il/,)I~ dO 
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Integrating in ¢ we get 

f IP;(¢ + iYf)rjJ(¢ + iYf)1 2d¢ ;::; 
n" 

;::; C~ 1''' (fJp(¢1 +iYfl +~e;O. ¢'+iYf')rjJ(¢1 +i'll +~eiO, ¢'+i'l,)12 d¢)dO 

In the integral with respect to ¢I in the right hand side, let us perform the change of 

varia hie ¢; = ~ 1 + i cos O. We get 

fIP;(~ + iYf)rjJ(¢ + iYf)1 2d¢ ;::; 

;::; C~ 1''' flp(¢; +iYfI +i~ sinO, ¢'+iYf')rjJ(¢; +iYfI +i~ sinO, ¢'+iYf')12 d¢dO 

so 

sup fIP;(¢ + iYf)rjJ(¢ + iYf)1 2d¢ :0; Cp sup fIP(¢ + iYf)rjJ(¢ + iYf)12d~ 
1'1I'5.PI2 i'llsp 

c) By the same argument as used in question 2°) c) we prove that 

su. p f 1 ~: (¢ + iYf)rjJ(¢ + iYf )12 de; :0; Cp sup f I P(e; + iYf)rjJ(¢ + iYfW d~ 
1'11'Sf',2 l'~J il7lsp 

i.c. the case 10:1 = 1. Taking ~f instead of P we prove the inequality with 10:1 2 

and ~ instead of ~ and so on. We can take A, = 21'1. 

d) There exists 0:,10:1 = m such that (:~)' P = e" '" O. For this 0: we obtain using 
2°) c) ., 

1"~:~2mflrjJ('; + iYf)1
2

d¢;::; Crl~~1:fIP('; + iYf)rjJ('; + iYf)I'd'; 

The function ¢ ..... P(¢ + iYf)rjJ('; + iYf) is in .'I'(IR"). Using the Parseval formula, the 

question n c) and the following inequality. 

1¢(¢)1 2 ~ sup I¢(~ + iYfll2 
I'll < {),'2

111 

212 



CHAPTER 7. SOLUTION 98-99 

we gel 

IIqJllu,n"l s; CI,SUP lIe(q) P(D)qJlIL"R'l S; CplleP'X'P(D)qJlIL"R') 
I'IISP 

3°) a) We have 

IG(ePIXIP(D)qJ)1 = I(f, qJ)1 ;£ II/I1L' 'lIqJlIL' S; II/l1u . CpllePlx'P(D)qJllu 

using 2') d) for the operator P(D). 

b) G is continuous on E considered as a subspace of V(IR"). By the Hahn-Banach 
theorem G can be extended to a continuous linear form on U(IR"). Therefore there 
exists h E u(U~n) slIch that G(u) = (u, II), '!tu E U. Then 

G(ePIXIP(D)qJ) = (epl'IP(D)rp, II) 

c) Let p > 0 and IE U(lRn), from a) and b) we have 

G(e,iXI P(D)qJ) = (qJ, f) = (e plxl P(D)qJ, II) = (qJ, P(D)epIXIIl) '!trp E g) 

So we have (P(D)eJ'lxIIl, rl) = 0; rl), '!tqJ E g)(lRn), where (, ) is the duality bracket 
between g) and gJ'. Therefore 

P(D)ePlxIIl = I in g)'(IR") 

Let us set u = el"xlh, then e {'lxl U = hE U(lRn) so in particular u E gJ'(lRn). 

4°) a) See exercise 96. 
b) Since f E U(lRn) there exists u E g)'(IR") such that P(D)u = f, then 

P(D)Q(D)u = Q(D)P(D)u = Q(D)I = 15. Then we take E = Q(D)u E g)'(IR"). 

c) Let R E Co"(lRn); let LIS set u = E * g E C'(lRn). Then 

P(D)u = (P(D)E) * g = 15 * g = R 

Solution 99 
a) From the Leibniz formula we get 

(4) P(D)(qJ' l') = L a,D'(qJ' v) 
1111$;m 

Moreover 

p(//)(~) = L a,-~C II 
I,!<no (0: - fJ). 

12·-->/1 
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so the right hand side of (I) can he written 

'\' \' I il' I' , II 
('i) Ifi/'(I»r I L. L. II,!' -- --', D Ifi . f) /. 

IliO p" {3. (a- {3). 

The inequality (I) follows from the fact that the sums appearing in (4) and (5) arc 

equal. 
b) Since lfioU E c\"(Ihl") thu ~ ,xists. by question b) of exercise 93. a real number I 

such that lfioU E H'(lhl n
). 

r0r {3 -# 0 the operator pll/)(D) is of order ~1I1 - I. i.e. 

pIPl(¢) = L b,II~' 
1;,1<:111 1 

I: ~ 111 I I~m 1 

since I~ I s: I~I ", Moreover la ' ~ (I + 1~12)lm II' for ifl~1 S I.I~I' s: I and if 

lei> I then I¢I'I s 1¢l m 
I since 1)'1 s 111 - I. So 

(6) I pilll(¢) I s C(I + 1~12)lm 1)2 

It follows from (6) 

fn +- 1(12)' 1m "lp,m(;;)(lfiou)(¢)1 2 d¢ = f(l + 1(12)' 1m 

,; Cf(1 t 1(12)';':(~)12d~ c CIIlfiollllfl'III"1 

which proves that plli)(D)(lfioU) E /I' 1m "(IR") if II -# 0 

c) It follows from (I) 

1111 Sill 

---1111'11'\0' lfioU«(l!' d( s: 

Now P(D)u E H,'cx.(w). Moreover since lfio = I on the supp0rt of lfil we have lfillfio = lfil 

and lfil P(D}(lfioll) = Ifi, P(D)u E I/'(Ihl"). 

Frpl1l question h). plli)(D)(f/lou) E II' 1m Il(IW'). Since DI'Ifi, E r;(~"). exen:isc 

94 shows that (DPIfi,)pll"(D)(lfiou) E H' 1m '1(1hl"). It follows frOIll (7) that 

P(D)Ifi, U E H' 1m '1(lhln). 

The condition (C) then implies that 
""II -# 0 pllli(D)(f/l,u) E /I' 1m 11+"(Ihl") 

Indeed 

f(l ~ 1(1')' 1m ""'IP~)(¢)I'd(= 

00 f(l +- IW'),-Im "+"IPIPI«(W '1~;;'(()12d( = ti<R F«()d( + L'R F«()d( 
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Now 

Indeed 

and 'P,U being a distribution with compact support. q;); is a e' function so square 

integrable on every compact. 
Moreover by condition (e). (I + 1~12)"lpIII)(~J12 5 eIP(~)I'. so 

LR F()d( <: f(l +1':1')' 1m "IP«)I' '1q;)«)I'd(=IIP(V)('P,lllllll' I", ",R",<:A' 

SO we have proved that P(V)('P,u) E H' 1m I'(IR") and plll)(D)('P,ll) E H' 1m I)+"(IR"). 

Let us assume Ihat 

P(D)('P,u) E H' 1m 1l+1J 1)1'(lR n
) and pll"(D)('P,u) E H' Im-I)+'"(IR") 

We have 

(8) P(V)('P ,+ I u) 

~ I Vi' pilI) V) ) 'I'",P(V)'P," ~ L ,-I' 'P", ( ('1'/' 
fll U . 

By the same argument as before fIJ, + IP(V)'P,u E H'(lRn). Using the induction 
hypothesis the sum of the right hand side of (8) is in the space /I' Im- 1)+ II'(IR") (we 

have also used exercise 94). 
Therefore P(D)('P,. IU) E H' 1m I)+II'(IR"). Condition (C) implies, by the same method 

as above. that: 

which proves the next step of the induction. It follows that 

(9) p'I"(D)(fIJ,u) E H' 1m II'NI'(~n) C H'(IJ\l") 

Moreover since P(~) is a polynomial there exists P, IPI 5 m, such that p(P)(~) is a non 
zero constant. Then pl//)(D) = e" , Identity. It follows from (9) that rpNU E H'(IR") 

where 'PN E !/(a/). This implies that U E Hj'oc(w), Indeed if rp E !Zl(w) then the support of 
rp is contained in w' with w' c w. So we use the method described above with 'PN = 'P, 

so rpu E H'(IJ\l"), 

d) From exercise 91 

n Hj'oc(w) = ex (w) 
JE'R 
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Ifu E 2J'(Q) and Pu E COC(w) then Pu E Hi'oc (w) for all S E IR. We have proved in c) that 
u E H~oJw) for all S E IR thus u E C"'(w). 

e) If P is elliptic we have S( ~n in exercise 97 that there exist R > 0 and C > 0 such 
that 

Moreover for P '" 0, piP) is a polynomial of degree :S;m - I. We have proved in 
question b) that I plil )(,;) I :S; C(I + 1,;I,)lm 1)/2 for 1';1 > I. 

Now for 1';1 > I 

Therefore if p = I for 1';1 big enough: 

IplilJ(";)I(1 + 1';1')") ,(I + 1";1 2),m-III)(I + 1';1')') " 
--.-. - - - < C - - - -----.. ~--- < ( 
I P(";) I = '" (I + IW)"') = '" 

Let P = ~ - 1e',. Then PC';, 1]) = 4n:'I";I' + 2in: . 1]-
1'( (X 

IP(";, 1])1 = 2n:(1]' + 4n:'1,;1 4
)'/) ~ II]I + 1";1' for II]I + 1';1 big enough, 

(a ~ b means that ~ is bounded for big II]I + IW. 

Let us compute the pili) for IPI :S; 2, Ii oF 0_ 

Ii = (I, 0) 

/1 ~ (0, I) 

/1 = (2,0) 

pili) = ~ Pc,;) = 8n:',; 
0'; 

pilI( ~ 2in: 

pili) = 8n2; /i = (0, 2) or (I, I) p(fl) = 0 

Letustakcp = !.Then(l + 1';1' + 1I]I,) '4 iscquivalcntto(I,;1 + 11]1)' '('or 1';1 + II]I 
big enough_ Then 

Indeed 

1';1'(1';1 + 11]1) :S; (1';1' + 11]1)' for big In II]I 

since 

for 1';1 ;?: I. 
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i! i!' 
Let us consider P = , + i 02 . Then P(~, 17) = 2inI'J - 4in'~' and 

(( uX 

IP(';, 17)1 = 2nlI'J - 2n';'1 

Let us take p = (I, 0) the pilil = 2in 

Ipllli(';)I(I + 1';1' + 1171,)"12 

I P(';) I 
(I + 1';1' + 1171,)"/2 

117 - 2n';'1 

This expression is never bounded for II > 0 since it goes to infinity when 1171, 1';1 are 

. big and II/ - 2n';'1 tends to zero. 
" iJ' 

In the same way if P = ~ - -'-, P(';, 17) = 4n'(.;' - 17') and condition (C) is not 
el 2 vx 2 

satisfied if I~I. 1171 are big but 1~2 - 17'1 tends to zero. 

We showed in exercise 51 that these operators are not hypoelliptic. 

Solution 100 

a) It is proved in exercise 91 that for ko E N. ko > ~, 

H'"(IR") c CO(lRn) 

with continuous injection. Thus: 

for every compact subset K of n there exists C > 0 such that for every v E Hk"(IR") 

Indeed the semi norms which define Ihe topology in Co are {JJ(u) = sup lu(x)l. so 

this inequality follows frolll (fi(O) c II'''(IR'') and (~ Il~ )'/2 :S ~ II" (;~~ rr~ I . 

b) See solution of exercise 97 question a). 
c) Since l' E pen) we have (. E Y'(IR") and P(D)v E Y'(lRn). 

II I'll Ylm(R"1 = I (I + l';I')"'I(~(~)I'd~ 

I(I + 1~12)"'II'(~)12d( = I (I + 1I;I')"V(';Wd'; + I. (I + IW)"'ll~(';)I'd'; 
I~l· III 1 .. 1 • H) 

where R, ~ Max (1. R). For I~I :s R(, (I + 1';1')'" :s (I + RO'" and for I~I ~ Rio 
(I + 1~12)'" :s 2"'1';1''''; so 

I(I + IW)"'I('(~)I'd~:-;; (I + Run L~R,I(~(~)I'd'; + 2'" L(>R' 1~12"'ll'(~)I'd¢ 
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By question b). for 1,1 > r 'Ie have IP(~)12 ~ ql~12m; moreover we know that 

II !'II[lIR') = II iill t'IR') for v E U(~") (Parseval formula). SO 

I(I + 1~12nii(~)12d~ ~ M,lIvIlZ'm") + 2m~~ IIP(';)V(~)I'd~ 

-----Since P(D)v(~) = P(~)6(~). the Parseval formula implies that 

1I1'lil/mln ,,) ~ C3 {IIP(D)r'lIf'IR") + 1I1'1I1:'IR"/' 

which provcs (3) since (a' + II'») 1 :<;: a + II. 

d) First of all f{J"" is the convolution of X with the function ~f{J(J)' SO f{Ju, is C'. 
We have 

II (X-Y) f{J", (x) = a" x(y)tp ----a- dy 

If x ¢ (I)" then d(x, C w) ~ 0,; moreover in the above integral we must have 

Ix -- 1'1 :<;: ~ since the support of tp is contained in {x: Ixl :<;: I}. It follows that 

d C 
/; f­

(y, w):<;: c, + :3 < c, + :2 

so XCy) = 0 for all y which proves that tp,." (x) = 0, so supp tp,." c w", 

Now if x E w"" we have d(x, Cw) > 0 + 0, and Ix - )'1 :<;: ~; so in the above i 1tegral 

we have 

C 
E E 

d(y, Cw) ~ d(x, w) - d(x, y) > C + 0, - :3 > 0, + :2 

so X(y) '" I; and 

I I (x - Y) I f{J,.,,(X) = In f{J -a- dy = tp(t)dt = 

Finally 

iJX,. = X * iJ>(!m(~)) r,." a'" a 

thus 
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setting x - )' = I, Since a = ~3 we get a 

~~f. i<J'qJ", , (x)1 5 (f 1«("qJ)(I)1 dl) 3" '£ 1,1 = C,£ -''' 

a) Let II' E C" (w); the function qJ"" ' II' belongs to !0(w), and since qJ"" is equal to 

one on wd " we have for every a 

(8) IID'II'II I '1"'",,1 ~ lID'qJ"J,lI'lIr'(,,,, 

Let us apply inequality (3) to l' = qJ"" ' 11', Then 

(9) L IID'qJ""lI'lIu(w) ~ C 3 {IIP(D)qJ",wll u (w) + IIqJ""wIlL,(w)} 
l:zl-::;m 

Moreover 

P(D)(qJ", II') = L L a'(pa)D'-PqJ"" , DP w + qJ""P(D)w 
121:-:;m (J5,~ 

IfiI<1II 

so 

IIP(J)qJ", u'lIl'(",1 ~ L L b,,/III(D' f1qJ",)D/I, 1I'1IL'(w) + IIqJ""P(D)lI'lIu(oo) 
liXl-sm /15,7-

I/JI<m 

But, from d) 

sup ID"qJ"" I < C y £ -III 
tEW" 

so 

(10) IIP(D)qJ ... ,II'IIL'("') ~ L L C',f1£IPI-I"IIDP wIl L,(w,,) + 
1(l1:-::;m 1111<m 

+ CoIIP(D)wIlL,(w,,) 

From inequalities (8), (9), (10) we get 

(11) IID'u'II"(oo,,,,) ~ C4 {"P(D)II'IL'(oo,,) + 

+ L L C,p£IPI-I"IIDPwllu(w,,) + IIWIIL,(w,,)} 
j'llsm IIJI<m 

If lal < m, the inequality (5) is obvious for w'+" being included in w" we have 

ol"IID'II"lIu(w",,) 5 o"'IID'wIlL'(w,,) 
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For 10:1 = m, let us multiply both sides of (II) by em, We get 

e"'IID"wIIL'lw"", ;£ C.{emIIP(D)WIIL'lw", 

Since 0 < e < I we have {;m < I thus 

["111 D'II'II 1.'110, ",I S; c5{[mIlP(D)WII1'IW,) + L el)'IIID1WIIL'fw",} 
1)'1<111 

which proves (5). 

f) Since Pu is analytic on wand w c W, there exists A > 0 such that for every j, 

suplD"Pul s; sup ID"Pul ;£ AI',I+lo:o' S; A'+'J' S; C+1j' 

So we get 

,;'111)'''1'1111",.,,,, <: (f <11')'1:"slIl'l1) '''1'111 I", AJ"'{.Ji:)'<; M'" 
II) (I)" 

sincej{; < I. 

g) Since u E C" (w), the inequality (6)J is true for if Iyl S; m 

1:')'IID'ulln",,;£ IID'ulll'(ol" :<:: sup sup ID'u(x)1 = Cm 
':1:1-0/11 t'-U'I 

where w, C W, C (I), (U J C w. 

LeI us assume that there exists B such that (6), is true and let us prove (6)", 

for 1)'1 < III + j l I. Let LIS note that (6)1 implies (6),+ I when Iyl < m + j for 
II n /III, "", Il,' < II Il' 1111, '", ,. It remains 10 pmH' «(,), ' , for 1)'1 - III + i. I.el LIS lake )' 

(a. x,,) "jIlt lal "'.Iaol i. Ll'llis apl'l} (5) 'Ijlh 1:, ". jl:, II' .. /)'''11 and Ixl III 

s; C{;'{e"'IIP(D)D7'UI11II'Y", + L eIIIIIiDIID'''ulln,.,,,1 
1/11<111 

S; C{8'1I P(D)D'''l1l1L'lw,,' + L ["III'IiDIID7"UIIL"I"'",} 
1/11<111 

Now P(D)D"u = D'" P(D)u and Pu is analytic in UJ. By f) we can find M > 0 such 
that for every r. and every j such th~t j{; S; 1 

{;JII P(D)D"" UIlL'(W,,1 ;£ M I
+ I 

Moreover since IfJ + 0:0 1 = IPI + 10:0 1 = j + IPI < m + j, the induction hypothesis 
gives 
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so 

c"IID'ullul,"",rv) ;£ CM]+) + C L B'/I,+,+I 
IPI<m 

Let us increase B in order that B :2: I; then 

r;' IID'ullL'{,.",,,,) <:; eM,t) + c( L I)B,"+' forlPI <:; m-
IPI<11I 

For the induction to be satisfied we must have 

which is alw;IYs possihle. So (6)" , is salislied. 

so 

h) If we set c = ~,j = 1)'1, (6)jgives 
1 

(12) III)IIII/(",)~B·· 1)'1')'~L';lt)y! (B)':" 
.. a 

i) Let K be a compact subset of (0) and {/ > 0 such that K COl,,; from (2) applied to 

(' J) II tllld n "'" we get 

sup ID'u(x)1 <:; C' L IIWI))ulln .... ) 
A' l-x':-:;: ~ f) 

From (12) we have 

sup II)'u(x)1 <:; C' L LI,,+I,,+I(y + IX)! 
I( 1J:I$ko 

~ C L'" L fY'" I . 2 t )I+I"IX!Y! 
ICl:Is.ko 

since (IX + y)' <:; 2 '" t "'IX!Y!. Let us set M = L L '" +) 21"1X!, we get 
Itx!::;ko 

sup ID'u(x)1 ~ C' . M· (2L)')l y! <:; A'rl+ 1y! 
K 

where A ;;; Max (C . M. 2L). Therefore u is analytic in w. 
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Solution 101 
n Obviously we have (**) = (*), Moreover since Pm is homogeneous of degree min 

~ we have i ~,~x,~) = mPm(.'('~) thus if Pm(x,~) of. 0 there existsj E {I, 2, ... , n} 
,= 1 ()..~I 

such that ~.~" x, ~) of. O. This proves that (*) "" (**). 
('s, 

T) Ir supp rp c {x: lx, - a,l < R} we write 

rp(.,) = . ~rp-(t, x')dl. f
" 0 

Ol R ('XI 

The Cauchy-Schwarz inequality implies 

thus Irp(.\)I2;:; (x, - a, + R)f 1·~-(l'X')I'dl. 
R (XI 

Since supp rp c {x: lx, - a,l < R} 

f r l'I'(\)I'(\\'(\x, 
H .. p" I 

~ fa, t R (x , _ 0, 

II, R I ("lrp I' -;;--(1, x') dx'dl 
I (1\"1 

, 11'I'llf / t'" ldlll,~':l ~lIt~-:),II, 
In the general case supp rp c {Ix - ,al < R}, so supp rp c {x: lx, - a,l < Ri· 
r ct us apply the ahove incqual'ity to DYrp with 1Cl!1 <; m .- I. We get 

L IID'rpI11, 
: 11 ~- m 1 

<; 2R' L 11~~_D'rpI12 
il'l<;m 1 (XI I"' 

2Rl ... l: 2 
thus IIrpll;,·, ;:; T-:=' 2R2 L liD rpllL' QE.D 

l:zl""tn 

3") We shall use the Lcibniz formula 

222 



CHAPTER 7. SOLUTION 101 

Th P () P I ~ op", D) Th' h en m X,U = x, mU + -: L. -;;-:;-(x. u, IS proves t at 
I 1=1 ()~i 

P:~) = i[Pm , x,] = i[P m' x, - a], Moreover 

II P:~)rpllj', = (P~)rp, p~)rp) 

= (P:~)rp, iP.Jx:, - a)rp) - (P~)rp, i(x, - a)Pmrp) 

<D 

Since supp rp c B(a. R) we have: 

Moreover 

Since [1' .. " 1':.:'1 is of order 2m - 2 we have: 

ICDI ~ II[I'~,. 1':,:'JrpII '''' ))II(x, - a)rpll", , 

~ CIIQ7I1", ,1I(x, - a)Q7I1",), 

Now fl'C" iI)'p - (', iI)/)',p -j R,'p where R, is of order I(XI I, thus 

J! '" I 

Then 

11(1,- a)Q7I1", ) ~ RII'pll", , + CIIQ7l1m 

From the inequality in question 2") we get 

11(',- iI)Q7I1", , ;S RIIQ7I1", )t C(R)IIQ7I1", , ~ C,(R)IIQ7I1", " 

It follows that 1(\)1 < C,(R)IIQ7I1~, " Now 

In the same way 
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From these inequalities we get 

Taking R small enough to absorb the expression~ II P~'q>1I i, of the right hand side by 

the left hand side, we get, since P - Pm and P* - p~ have orders at most m - I 

\\ here lim e l ( Rl .- O. 
R .() 

" I" I' " (P",( ")' > (' I "I~I'" II L, It' {/, '-:. = (l ~ • 

f ! (~) 

Indeed denoling byf(e;) the left hande side we have by hypothesisfm > 0 Ve; # 0 
thus we can find a positive constant Co such that /(e;) ~ Co for le;I = I. By 
homogeneity in e; we get{(e;) ~ Cole;1 2

(m Il for e; E [R"\O, 
Moreover L lel 2 ,.,; C(I + 1e;I 2im ().Indeedifle;l,.,; I this sum is bounded by 

l'll-<:m 1 

a constant and ifl¢1 ~ I we have ICI ,.,; 1e;1'" ,.,; 1e;1'" I. 

It follows that 

L 1('1' <: C(I t ~ 1/';,:'(11, e;w). 
171< III I I I 

M ultiplving by Iliil' and integrating over [ft' "e get 

II V'II ,;, I ,.,; CC~ IIP:~'(a, D)q>IIl' + 1Iq>1It,) 
I 

From question ZO) we have 1Iq>1I 2o ~ C(R)IIq>II~ I ifm ~ 2 so we can absorb 1Iq>1I~ by 

If Q(x, D) is a differential operator of order m - I with Cl coefficients and if 

supp q> c 8(a, R) we have IIQ(x, D)q> - Q(a, D)q>III, ~ CR211q>1I~'_I' It follows that if 

R is small enough 

n 

1Iq>1I~ I ,.,; C L II P:~'(x, D)q>1I2 
I-I 
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Y) If P = L a,D' we have p. = L 
1,),1,<111 1:x1";,,, 

coefficients P* - P is of order m - I so 

It follows from questions )0) and 4°) that 

D' -a, 

'<1'1' E C~ (B(a, R)) 

'<1'1' E C:;(B(a, R)) 

6°) Let/E C,; (n), E = {VI = P*'I': 'I' E C~ (B(a, R))f c L'(B(a, R)) and I: E --+ i[ 

given hy I(P*rp) = (f '1')1" We have 

which proves that I is a continuous antilinear form on E equipped with the topology 

induced hy L' Let E be the completion of E: it is a Hilbert subspace of L'. By the 

Hahn-Banach theorem I can be extended to E as a continuous antilinear form. 

There[ore there exists UE £suchthat I(//f) = (11,//f)u '<I//fEE.1f//f = P*'I'EEweget 

I(//f) = I(P*'I') = U: '1'), = (u, //f)L' = (u, P*'I')" = (Pu, 'I')L 

which proves that Pu = fin CY' (B(a, R)). 

T) Every elliptic operator is of principal type since the set Pm = 0 is then empty. 
(12 n;)2 

The wave operator P = (-~-,i - L ~-.2 is of principal type. Indeed 
I I (.\, 

Solution 102 
a) By h"pnthesis I(lcally n,1I - L n~("f, E C°(l x n). Let g, F C1(l x m 

11:1 I' 

be such that D,g, = j~ then D,(u - L D~g.) = 0 thus u = L D~g, + 
1<lI";;jl I')'I~/I 

hex) E C°(l, £t'(n)). 

b) Let us assume by induction that u E C'(I, !/J'(n»), k ~ I. Then 

L a'ID:D~u E c' I(I,'/'(n)) and since Pu = 0 we have D;u E C' '(I,9'(n)) 
'')'1 +-/~ ~ 

1<2 

thus u E C' + 1 (I.v'(n)). 
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c) We can reason locally, thus assume that U = L D{ D;uj• where uJ• E C°(T x 0), 
j~v 

Itrlr;.p 

Case I: v = 0 i.e. U E C°(T, Qt'(O)). since Pu = 0 we get: 

D,(D,U + L a,.D~ + bU) E C°(T, Qt'(O)). 
I.I~ I 

By question a) we deduce that D,u + L a,.D~u + bu E C°(T, 07'(0)) thus 
10:1-'-1 

D,u E C°(T, !?iJ'(0)) i.e. U E Cl(1, 07'(0)). 

Case l/: v > 1 and U = L L D{D~uJ.' u,. E C°(l, 07'(0)) 
IX j:O:>l' 

D~u = L L D:D~vj. = L D~vo. + L D{D~Vj.' 
a j'(d I 1~/:O::;d 1 

Let W. E Cl(1, !?iJ'(0)) be such that D,w. = v. then 

so 

f'.' L L D:[)~It'" = \\'(x) i.c. 

/J,u = I I D:D~VI" + I f)~I"II' VI' II E COlO). 
'X /<1 

Iterating this argument we get 

D{~ - '~~I ~ D:D~f;.) 0 

thus 

II L L n:n:g". g" ( ('''(I, (/'(n». 
"J I· r I 

Distribution u has the same form as in the beginning of case II but with v - I instead 
of v. Therefore after a finite number of steps we shaH have v = 0 but then we shaH he 
in case I where we concluded that u E C 1

(/. C)'(O)). 
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Solution 103 
I) a) If we set uo(t, x) = 'I'(x) • G(I, x), where. is the convolution in x, we shall , 

have Duo = '1'. DG = 0, uL~o = '1'. GI,~o = 0, o~ol = '1'. O~GI = '1'. J = '1'. 
()I ,~O vI ,~O 

b) We have Ow = 0,01' = 0, wl,~o = ~v I = 1fJ, o~wl = ~2~1 i: ~2~1 
vI I='O ut 1=0 ul 1=0 1= I uX J 1""0 

n 02 

L ;)2(vLoo) = 0. With the function uo defined in question a) let us set 
,= I (X, 

u, = uo + 11', then u, is clearly a solution of (2). 

c) Let U2 = L I'(X, I - r, r) dr then 

oU2 I' OV ;J~~ = p(x, 0, I) + ",(x, I - r, r)dr 
U () ()I I' ov 

o-(X, I - r, r)dr 
o vI 

since I'L~o = 0. Moreover 

01' I' 02L' c;-(x. 0,1) + ';;'2(.\" I - r, r)dr 
(1{ () ('1 

and 

thus 

[Ju2 = flx, 1) + I' UIJ(X, I - r, r)dl = flx, I) 
() 

. oU21 SInce U2 L~o = '0- = 0, the function u = Uo + u, + U2 is a solution to problem 
(f ,-0 

("). 

_ iJ'G 
II) a) (;(1, c';) satisfies the cljtlation l' ·f 4rr' I': 12(; ~o () with thc initial conditions 

(I' 

GI = ° --- VGI 
1-'0 , lJI 1=0 

= y; J = 1. We deduce that G(t, ~) 
sin 2nll~1 

2nl~1 

b) The distribution T = .5(lxl - a) has a compact support and is invariant by 

rotation. 
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By exercise 70 its Fourier transform is a C ,. function invariant by rotation, in 

particular f(~" ¢,' ~3) = 1'(0,0, I¢I) and we can write 

i'(~) = (,5(lxl - a), e '''<'(» = ("(Ixl -- a). e ""'''''> 

We usc the polar coordinates 

x, asinOcosrp 

x 2 asinlisinrp 

\'.' II cos Ii 

and dx a' sin !Jdllthus 

Let us set 1/ 

I}' J'" f"c i'(~)- -
(l 0 

",.,,,,,,,,11", sin IIdlidrp 

T(¢) 2na 2 f" e '""co)lIl(! sin OdO. 
o 

cos (I, we get 

, 
2rrl/2 fie 

- 2inal¢1 

We deduce frum question a) 

I ' -_ .. Ti¢) 
4rr(} 

. sin 2nal¢1 ._-_ .. -
2nl¢1 

I 
By inverse Fourier transform we get C(I, x) = ---,>(1 - Ixl). 

4rr/ 
c) We have 

r c 2111"\ ,I~I dx 

J" 

110 = G * Ij/ (G(/, x - 1'), Ij/(r}) = 4J.. f Ij/(y)dy . . nt 
I, 11 = I 

Then 

II, 110 + It' = 110 + ~_(L r, rp(Y)d.r) 
Dt 4n/ J,,, ,'~, 
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Finally 

f'--I----f f(y.r)dl'dr 
I) 

4rr(l .- r) , 
,\ ( --I 

therefore 

u(x. I) = 4~-' f" " , I/f(y)dy + (1 ( I f " 7'1 4rrl " \ 1- I 

'P(.I')dr) 

IU'. r)drdr 

Solution 104 

a) The claimed result asserts that if III, () and (~/I vanish in the hall :.1: Ix --\01 
('{ ! () 

::s; 'ol. then u vanishes in the cone I + Ix - .101 ::s; ' 0 , 

h)-(l) = lim--dE . I (f 
dl ".() 211 H, 

But 8, B'+h U C,.11 where 

(', II I: 

- 1'1111'(1. x)jdx - ~ f IVII(I.\)I'dX) 
(,./, 

til 
lim J (f ~[IVIII'(I + h . .I) 
1i.(l1 III Ir .... 

dE 

The first integral tends. hy the Lehesgue theorem. to I = ~ fR' *;\IVuI2)dx. 

To Cl>ll1pute the limit of the second integral we use the polar coordinates. i.c. we set 

\'0 re,. w ~ ,\" 1 
I. 

J" = 21h f IVu(l . .1)1' dx 
(/1, 

Iff'''' IVu(l \: + rw)12r" , drdw 
2h s'" '" (I +h) •. 0 

Now 

lim f'''' IVu(l. x" t- rw)I'r"-'dr = IVu(l. Xo + (/0 - 1)0)1 2(10 - I)" , 
11·0 I"~ (I f III 
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so 

liml; ~L, IVuI 2 (t. Xo + (to - t)w)l2(to - t)" I dw 
Ii .0 

lim lh =~f 
h -+0 I, 

IVuI 2 (t, x) dO' 

and 11-' - xol = to - I} = aB" this proves the result. 
. (12 U ".., 13 2u 

c) Since ,e-,' = L c;-, we get 
, ! (,XI 

d/·· 

til 

"f (:' (tWOI/) --- ll\ L (lX ('Ih' ' 
1- I H, J I 

and lIsing the divergence theorem we get: 

I J' 
2 ,'fl. 

~ = f (i!..U£1I - -2'IVII I')dO' dl _ a/('l' 
, fl, 

d) We have 

Il('~I/)J ("" :'1/ )2J 2 (( + L "(', 
I I - I 

I 
(lUI> I < I r(~1/)2 I 
('{I'1' :2 ('1 

IVIII'dO' 

_ .. dE 
';illce r h;\, norlll I. It follows frolll Ihe preccdlJ1g questIOn that ul s:: O. 

But I:«l) = ~ f lVIII' dO' ~~ 0 since ~I and ~u I = ,a (ul,_o) vanish in Bo· 
2 Jl I (,'{ I 0 (X, f ex, 

We conclude that E(r) ~ 0 so £(r) = O. 0 ~ I ~ ' 0 , since obviously E(r) ;;, O. This 

implies that IVu(-,. 1)1 = 0 in Q = U B, thus l/ is constant in Q and since 1/ = 0 
0< /<",1" 

in Eo it follows that l/ = 0 in n. 
II) Let us assume (xo• (0 ) Ii r. Then one can find /: > 0 such that the set 

flo -~ i\: 1.\ ,\'01 ~ 10 t· I:: docs not illtcrs.:cl ro· Then III, 0=- '~1I1 ~c () in 
('I I~() 

Eo. By the result proved above we have II = 0 in n = {(x, I): 0 ~ I ~ to + £, 

Ix .- Xo I ~ 10 + /: - n. In particular 1/ = 0 in a neighborhood of (xo. (0) therefore 

(xo. 'oJ !/ sUPP l/. 

2~O 



CHAPTER 7, SOLUTION 105 106 

Solution 105 
a) k being semi-regular in y. the same is true for p(x - y)k and the expression 

which gives l' is well defined since Ply. D,)[rp(y)u(y)] E 6"(il,), Now rp = Ion VI thus 
the Leibniz formula shows that P(rpu) = rpPu in VI' Assume {y E il: I)' - Xo I < b} C 

VI' On thesupportofp(x - .1') we havelx - .1'1 < o.lflx - xol < (land ifEand (l are 
small.wcshallhavely - xol s Iy - xl + Ix - xol < [+ (l < bSOYE VI' Therefore 
if 
Ix - xol < '7.,I"(\)~' (p(x - y)k. rp(y)P(y. f),)u(y». Since Pu E C' and pk is scmi­
regular in x then /. E C' for Ix ~. xol < '7., 

b) We haH' 

rex) = ('P(r, f),)[p(x - y)k]. rp(l')u(y» 

Since k is C' for x * y and p = I for x = y the Leibniz formula shows that 
II'I(X, y) = 'P(l', f),.)[p(x - y)k] - p(x - y)'P(Y. D,.)k is a C£ function of 
(x • .1'). Now. k being a parametrix of 'p and since p(O) = I we have lI'z(X. l') = 

p(x - 1')'1'(.1'. f),)k - ,5(x - Y)E e'(il x il). Therefore 

rex) = (b(y - x), rp(y)u(y» + (It'I(X, y) + H'2(X, y), rp(y)u(y» 

thus 

/'(x) - rp(x)u(x) = (1I· I(X • .1') + II'Z(X. y). rp(y)u(l'» E C'(il) 

From question a) we deduce that 'I'll Fe' near Yo and since IjI ~ 1 in V" II is C' III a 

neighborhood of Xo thus /' is hypoclliptic. 

Solution 106 
a) Let x fc sing supp (u) which means that u is C' near x. If rp E C' has a compact 

support contained in a small neighborhood of x then rpu E C,j(IR") c 5"(IR") thus 

qiii(~) = 0(1:':1 .1') "ifN. "if~ E w. I~I -> + CX) so (x. ~) fc ss(u} "iff, i,e. x fc nss(u). 

This proves that nss(u) c sing supp (u). Conversely let x fc nss(u) i,c, "iff, E IR". 
(x. :.:) fc .1'.\"(1/) then: 31', 3r~ such that ijiii = O(If,1 N) "ifN. "iff, E r,. Ii'I -> rf} 

and "ifljl E C; (V,). The sphere in IR~ is compact thus there exists a linite number 
I 

of c,. C,I' ...• C,I such that U r" = IR~ then 'lirp E C,j(V,). rpu(~) = 0(1f,1') 
, I 

'liN. 'lic, E r;, thus 'lic, E IR:. 1c,1 -> + >. which proves that rpu E Y'(IR") thus u E C' ncar 
x i.e, x rf sing supp (u). 
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b) We show first that CA c G ss(X), 

I') Let (x~, x2, ~', ~") be such that x?, of- O. Then X is C near X O thus (.\',.;) rt ss(u) 

for all .; E IR',\O. 

2') Let (x~. x~ • .;~, ~"O) be such that ~~ of- O. Let us set f~~ = 2ry; and consider the 

following ulIIie ncighhorhood 0" ~o: 
I 

If,' E L,.II~'j - j~~jl < ex thus 

I~'I("I - ~;II~II < :xII'I . 1(01 

so 

(I) In > (12:11 - ex }~I = exl~1 
Moreover 

I "I"V~(') - f 'm, '1"1' (.) j (, rpx (, _. e (, rp ,\ (X 

= L c 
~!7[' '. 

f" .. ,I~.'I" e 'm, • ( )d 'd , ~ " .• rp x X x" 

Sillce we have I~'I'\ e " , = i;71~~: L'l..~ e ,;" '. integrating by parts in the x' integral 

we get 

c f' f e 'm"(L'l.~rp)(x)d,\'dx" 
NO"" 

thus 

it follows from (I) that 

I iPX(';) I ,s; C~I~I N 
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Let us prove now the converse, i.e. 

{(,'. 0, 0, (,,)1 C SS(II). 

Let 11'(,'. x"l 1/'0(.\" )If/(,') where If/ E C;, t" If/(x') dx' 

and 1/'" E C {
I if It I s I 
() if It I ? 2' 

Since the support of If/(,./:q>o docs not contain the points (x', 0), using the same 
('.\/1 

argument as in the first part (i.e. multiplication by (~ and integration by parts) 

we see that the first integral in the right hand side is rapidly decreasing in (" when 1(,,1 
-> + x· therefore 

-i 
(,,(q>X)(O, U = 2rr + 0(1("1 ') 'liN 

which proves that (jX is not rapidly decreasing. 

Solution 107 

a) On the support of p we have r ? I thus 1(17/ Jr) is C' in (17, r). Moreover 

~ E r' therefore ~ E .'I"'(lJl!n) n ex (~'). 
b) Let [" be a conic niehgborhood of (0 = (170. ro) with 170 # O. We have 
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I 
rol¢11 Then r - ---- ,;: rlcl so I¢ol ",. _ .. 

Irol ( ro ) Irl ",:; el¢1 + ffoIl¢I"':; r. + I¢ol I¢I· 

Since '10 # 0 we have I~:I = 1-0( with 0 ~ 0( < LIfe is so small that -O(+r. = ,)< I 

,) 
we have (I - "lITI ",:; ')1'11 so Irl ",:; 1--=-;51'11 = CI'II· 

Moreover 

1¢INlg(¢)1 ",:; IJN C'kl'lI'lrlklf(JJIP(r)1 

l'll'lrlk = (]J('/r)2k+1 

and since in r<o we have IT! ",:; CI'lI, we have Jr ",:; cYr' It follows that 

since f E S(lR n
-]) and Ipi ",:; I. 

Near the points (0, ro) where ro < 0 we have T < O. Indeed 

1 r - --I¢I ",:; r.lel I ro I 
I IT"I 

implies 

ro ( ro ) r ",:; [!JI¢I + el¢1 = iTo] + e I¢I < 0 

if,e is small enough. But p(r) = 0 if r < 0 thus g vanishes in r,o' 

c) D~[f(fi) J = r '~(D~f)(fi) thus by the Leibniz formula 
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We show easily, by induction on k, that 

It follows that 

Since supp p' c {I ~ r ~ 2} we have IO:'p(rll ~ Cr k'IO;'p(rll ~ Ck,r-
k
,. 

Moreover r j,,,,'D.+llr(fi)\ ~ C.III , sincefE !l'(~n-Il. Then 

n If 1,,1 ,;; Irl then I + I¢I ~ Cr thus I ~ C} (I + Im~-k 
n If ITI ~ 1,,1 then I + I¢I ~ CI"I· 

The expression which bounds I is a sum of terms of the form r AI"IB\pa'(fi)\' 
The later is bounded hy 

"i/N? O. 

d) 1§(x'OIIU)1 = IO~(e'g)1 ~ L C a,lDW . D~ 'gl· 

Lal::Jzj 

Using the previous question we have IOr)'gl ~ C(I + 1¢lf 2 andOgP
= cp)'e-)' 

if)' ,;; {J and Die' = 0 if)' > {J. It follows that 

1f);(~llg)1 ,;; C L (I + Im lill 1)'1(1 + 1m Illall,ll,;; C(I + Imlfal+IPI 
,.":1: 
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Therefore if I~I - IPI > n, JIl(x' DPu) E Ll(IR") thus x' DPu is a conlinuous function 

on IR" and D#u E CO(IR"\O) for all p. Q.E.D. 

e) If! d(~) = J h(OIf!(~-Od( 
lelf! * h(~)1 ;;;; I~II'I trio 1!r(OI . 11f!(~ - Old( + I~I"I Lr, !r(OI . 11f!(~ - ()Id(. 

W ~ 

a) b) 

Term a) is bounded for h is rapidly decreasing in I' .. The same is true for b) since 

If! is in S(IR"-'). Concerning expression ~ if ~ e f,:" c c r,o and (rt r" we have 

I~ - (I ~ cl~l· Indeed we have 

I" - so I >- .' [(I I~o[ ~ I. 

thlls 

Then 

It follows that 

for If! is in S(IR" '). 

We deduce that setting rP = If!, u = h, ~is rapidly decreasing in every cone where!r is 
rapidly decreasing. 

f) It follows from questions b), d), e) that the points (x, 11, r) such that x of. 0 or 

1111 of. 0 or r < 0 are not in the singular spectrum of u thus 

ss(u) c {(x, 11, r): x = 0,11 = 0, r > OJ. 
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g) Let I{J E C; (~"), I{J = I near the origin. We have 

Now p(A - I) = ° if A - I <: I thus 

qm(O, 0, A) = f f" rjJ(l/, I){(. ~)P(A - I)dl/dr. 
f!" I -, .J A - I 

Let us set I (1/, I) = fC7,i,-=~~)P(A - I)rjJ(l/, I)I] 

We have 

.1(11, r)1 ~ MrjJ{l/, r) L L' 

• /;(1/, I) --+ {(O)rjJ(l/, I), A --+ + CD. 

:1:.". - Jj-

Thus ({JU(O, 0, I,) --+ /(0) f rjJ(~) d~ # ° if {(OJ # ° and f rjJ(~) d~ # 0 which proves 

that qm(O, 0, ic) is not rapidly decreasing for A --+ + XJ thus (0, 0. I,) E ss(u) for 

I. > 0. 

Solution 108 

a) Let us show that (xo, ~o) ¢ ss(u) if ~o < 0. Let V,,, be a neighborhood of Xo and 

I{J E C;(V,). 

Since u = J;( XI<. ) where XI< is the characteristic function of ~+ we have 
. (I + ~2J2 ' 

= f f ~(~:':'~1/;1:2 = r f (I + I~«(~ (12)2 

thus IqJii(~)1 ;'£ r f IrjJ(OI d(. Since I{J E Y(~) we get 

IrjJ(~)1 ;'£ C,,(1 + ~2)-" '. 
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If ~ < 0, since ( ,,;:; ~ in the integral, we have (2 ~ ~2 and I ~ (2 ,,;:; I-+~' Then 

d( < C' (I + )'2)" N 1+(2= N ., 
"iN EN. 

Let us prove that (xo, ~) ¢ ss(u) if Xo of- O. Indeed 

I 
X II 

Integrating by parts we get 

xlu = 

xlu = -(2in) 

where Ig(~)1 
C 

:0; 1 + ('. 

Iterating k times this integration we see that. modulo a C'l function, we have 

xku = 

SinCC(.:~)'(il+ ~2)i '" I 'j ~ • ,\, secthatthcfunctionxlllbclongsto('I':(~) 
thus U E ('1+2(~\O), for all kEN. Therefore U E (" (~\O). 

Let us show now that (0, ~o) E ss(u) if ~o > O. 
Let Vo be a neighborhood of the origin, '" E C; (Vo) such that ",(0) = 1 and t[t ~ O. 
Let us set rp = (I - 11)2",. By the previous computation and from question a) of 

exercise 94 

~(Od( 
(1 + (2)2(1 + ~2)2 

(I + (2)2 t[t(O 
(I + (2)2 . (i+~d~ 
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But ,~~ r f vi«() d( = f vi«() d( = Ij/(O) = I thus for positive and large'; we have 

b) If we differentiate v with respect to t or x then a .; appears in the numerator 

. 'd h . I S' - ",'( < I d 1';1 < C . r II h C' IOSI e t e IOtegra. IOce e = an (I + ';2)2 = (I + ';2)3/2 It ,0 ows t at v E 

and it is easy to see that L,' = O. 

c) Since the singular spectrum of v(x, 0) = u(x) contains points of the form (0, .;) 

it follows clearly that L is not hypoelliptic. 

Solution 109 

d (OUdY au) a) (j{[u(y(t), t)] = iJx (it + ill (y(t), t) 

= ~ + a(u)~ (y(t), t) = 0 (
iJU au) 
Dx DI 

by (3) and (I). Thus u(y(t), t) = u(y(O), 0) = uo(xo). It then follows from (3) that 

t = a(uo(:l:o», y(O) = .\"0 thus y(t) = Xo + ta(uo(xo»· 
b) The map F,: IR --+ IR is a (" diffeomorphism if and only if -di-F, "* 0 on IR. 

Xo 

But -dd F,(xo) = I + la'(uo(.l:o»r/(xo). This expression does not vanish for aliI and 
Xo 

all Xo if and only if (2) is satisfied. 

c) Let u(x, /) = u(G,(x». Setting G(x, t) = G,(x), we have by definition 

x = G(x, t) + ta(uo(G(x, t))). 

Differentiating both sides with respect to x and I we get 

oG ,oG 
I = ,(x, t) + t(a 0 uo) (G(x, t» . ,(x, t) 

uX uX 

oG oG o = ax (x, t) + a(uo(G(x,t» + t(a 0 uo)'(G(x, t» . iii(x, t) 
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therefore 

(
e111 (111) ,,[ ~~ (/(lIo(G(\:, III 1 
e1( t (/(lIl;J~ (\, I) ~ lIo«J(·\, I») I +I~~'(II~(G(~~~IY)I~~(G(\:, I)) J+ 

+ a(uo(G(x, t)))u~(G(x, I) . I + ' (G( I ))' G )) = O. la (Uo x, I Uo( (x, I 

d) Let us assume that Min (a(uo(xo))u~(xo)) = a(uo(Yo))u'(yo) = m. 

We have by the previous computaton 

clU II~( )'0) (5) -(~ I) =------"--~---~~ 
ax . , I + la'(uo(Yo))u~(yo)' 

When () ,;; I < I the same functiun defines a (" solution since 
m 

I + la'(uo(Y))II~(Y) ~ I + 1m > 0 

and from (5) ,~~~~ I~~I = + w. 

e) It follows that the largest T such that the solution exists in [0, T] is given by 

'1'= 
-I 

Inf (a'(lIo()'))II~(}')) Max ( - a'(IIIl()'lll~(r)' 
)"eR IER 
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