
10 Ulam Stabilities for Random Hadamard Fractional
Integral Equations

10.1 Introduction

Let βE be the σ-algebra of Borel subsets of E. A mapping v : Ω → E is said to be
measurable if for any B ∈ βE one has

v−1(B) = {w ∈ Ω : v(w) ∈ B} ⊂ A .

To define integrals of sample paths of a random process, it is necessary to define a
jointly measurable map.

Definition 10.1. A mapping T : Ω × E → E is called jointly measurable if for any B ∈ βE
one has

T−1(B) = {(w, v) ∈ Ω × E : T(w, v) ∈ B} ⊂ A × βE ,

where A × βE is the direct product of the σ-algebras A and βE defined in Ω and E,
respectively.

Lemma 10.2 ([136]). Let T : Ω × E → E be a mapping such that T(., v) is measurable
for all v ∈ E, and T(w, .) is continuous for all w ∈ Ω. Then the map (w, v) 󳨃→ T(w, v) is
jointly measurable.

Definition 10.3 ([156]). A function f : J × E × Ω → E is called random Carathéodory if
the following conditions hold.
(i) The map (x, y, w) → f(x, y, u, w) is jointly measurable for all u ∈ E.
(ii) The map u → f(x, y, u, w) is continuous for almost all (x, y) ∈ J and w ∈ Ω.

Let T : Ω × E → E be a mapping. Then T is called a random operator if T(w, u) is
measurable in w for all u ∈ E and it is expressed as T(w)u = T(w, u). In this case we
also say that T(w) is a random operator on E. A random operator T(w) on E is called
continuous (resp. compact, totally bounded, and completely continuous) if T(w, u) is
continuous (resp. compact, totally bounded, and completely continuous) in u for all
w ∈ Ω. The details of completely continuous random operators in Banach spaces and
their properties appear in Itoh [169].

Definition 10.4 ([140]). Let P(Y) be the family of all nonempty subsets of Y and C a
mapping from Ω to P(Y). A mapping T : {(w, y) : w ∈ Ω, y ∈ C(w)} → Y is called
a random operator with stochastic domain C if C is measurable (i.e., for all closed
A ⊂ Y, {w ∈ Ω, C(w) ∩ A ̸= 0} is measurable) and for all open D ⊂ Y and all y ∈ Y, {w ∈
Ω : y ∈ C(w), T(w, y) ∈ D} is measurable. T will be called continuous if every T(w)
is continuous. For a random operator T, a mapping y : Ω → Y is called a random
(stochastic) fixed point of T if for P-almost all w ∈ Ω, y(w) ∈ C(w) and T(w)y(w) = y(w)
and for all open D ⊂ Y, {w ∈ Ω : y(w) ∈ D} is measurable.
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Let 0 ̸= Λ ⊂ BC, let G : Λ → Λ, and consider the solutions of the random equation

G(w)u(t, x) = u(t, x, w) ; w ∈ Ω . (10.1)

Inspired by the definition of the attractivity of solutions of integral equations (e.g., [36]),
we introduce the following concept of attractivity of solutions for random equation
(10.1).

Definition 10.5. Solutions of random equation (10.1) are locally attractive if there exists
a ball B(u0, η) in the space BC such that, for arbitrary random solutions v = v(t, x, w)
and z = z(t, x, w) of equations (10.1) belonging to B(u0, η) ∩ Λ, we have that, for each
x ∈ [0, b] and w ∈ Ω,

lim
t→∞
(v(t, x, w) − z(t, x, w)) = 0 . (10.2)

When the limit (10.2) is uniform with respect to B(u0, η) ∩ Λ, solutions of equation
(10.1) are said to be uniformly locally attractive (or, equivalently, that solutions of (10.1)
are locally asymptotically stable).

Definition 10.6. The solution v = v(t, x, w) of random equation (10.1) is said to be
globally attractive if (10.2) holds for each solution z = z(t, x, w) of (10.1). If condition
(10.2) is satisfied uniformly with respect to the set Λ, solutions of equation (10.1) are
said to be globally asymptotically stable (or uniformly globally attractive).

In the sequel, we employ the following random fixed point theorem.

Theorem 10.7 (Itoh [169]). Let X be a nonempty, closed, convex, bounded subset of a
Banach space E, and let N : Ω × X → X be a compact and continuous random operator.
Then the random equation N(w)u = u has a random solution.

10.2 Partial Hadamard Fractional Integral Equations with Random
Effects

10.2.1 Introduction

This section deals with some existence results and Ulam stabilities for a class of random
partial functional partial integral equations via Hadamard’s fractional integral by
applying random fixed point theorem with a stochastic domain.

This section deals with the existence of the Ulam stability of solutions to the
Hadamard partial fractional integral equation of the form

u(x, y, w) = μ(x, y, w)

+
1

Γ(r1)Γ(r2)

x

∫
1

y

∫
1

(log xs )
r1−1
(log yt )

r2−1 f(s, t, u(s, t, w), w)
st

dtds ;

if (x, y) ∈ J, w ∈ Ω ,
(10.3)
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300 | 10 Ulam Stabilities for Random Hadamard Fractional Integral Equations

where J := [1, a] × [1, b], a, b > 1, r1, r2 > 0, (Ω,A) is a measurable space, and
μ : J × Ω → ℝ and f : J × ℝ × Ω → ℝ are given continuous functions.

10.2.2 Existence and Ulam Stabilities Results

In this section, we discuss the existence of solutions, and we present conditions for the
Ulam stability for the Hadamard integral equation (10.3).

Lemma 10.8 ([113]). If Y is a bounded subset of Banach space X, then for each ϵ > 0
there is a sequence {yk}∞k=1 ⊂ Y such that

α(Y) ≤ 2α({yk}∞k=1) + ϵ .

Lemma 10.9 ([202, 261]). () If {uk}∞k=1 ⊂ L
1(J) is uniformly integrable, then α({uk}∞k=1) is

measurable and for each (x, y) ∈ J

α(
{
{
{

x

∫
0

y

∫
0

uk(s, t)dtds
}
}
}

∞

k=1

) ≤ 2
x

∫
0

y

∫
0

α({uk(s, t)}∞k=1)dtds .

Lemma 10.10 ([195]). Let F be a closed and convex subset of a real Banach space, and
let G : F → F be a continuous operator and G(F) be bounded. If there exists a constant
k ∈ [0, 1) such that for each bounded subset B ⊂ F,

α(G(B)) ≤ kα(B) ,

then G has a fixed point in F.

The following conditions will be used in the sequel.
(10.4.1) The function w 󳨃→ μ(x, y, w) is measurable and bounded for a.e. (x, y) ∈ J.
(10.4.2) The function f is random Carathéodory on J × ℝ × Ω.
(10.4.3) There exist functions p1, p2 : J × Ω → [0,∞) with pi(w) ∈ C(J,ℝ+); i = 1, 2

such that for each w ∈ Ω

|f(x, y, u, w)| ≤ p1(x, y, w) +
p2(x, y, w)
1 + |u(x, y)| |u(x, y, w)|

for all u ∈ ℝ and a.e. (x, y) ∈ J.
(10.4.4) There exists a function q : J × Ω → [0,∞)with q(w) ∈ L∞(J, [0,∞)) for each

w ∈ Ω such that for any bounded B ⊂ ℝ

α(f(x, y, B, w)) ≤ q(x, y, w)α(B) , for a.e. (x, y) ∈ J .

(10.4.5) There exists a random function R : Ω → (0,∞) such that

R(w) ≥ μ∗(w) +
(p∗1(w) + p

∗
2(w))(log a)r1 (log b)r2

Γ(1 + r1)Γ(1 + r2)
,
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where

μ∗(w) = sup
(x,y)∈J
|μ(x, y, w)| , p∗i (w) = sup ess

(x,y)∈J
pi(x, y, w); i = 1, 2 .

(10.4.6) There exist q1, q2 : J×Ω → [0,∞), with qi(., w) ∈ L∞(J, [0,∞)), i = 1, 2, such
that for each w ∈ Ω and a.e. (x, y) ∈ J we have

pi(x, y, w) ≤ qi(x, y, w, w)Φ(x, y, w) .

(10.4.7) Φ(w) ∈ L1(J, [0,∞)) for all w ∈ Ω, and there exists λΦ > 0 such that for each
(x, y) ∈ J we have

(H IrσΦ)(x, y, w) ≤ λΦΦ(x, y, w) ,

q∗ = sup ess
(x,y,w)∈J×Ω

q(x, y, w) .

Theorem 10.11. Assume (10.4.1)–(10.4.5). If

ℓ := 4q
∗(log a)r1 (log b)r2
Γ(1 + r1)Γ(1 + r2)

< 1 ,

then integral equation (10.3) has a random solution defined on J. Furthermore, if conditions
(10.4.6) and (10.4.7) hold, then the random equation (10.3) is generalized Ulam–Hyers–
Rassias stable.

Proof. From conditions (10.4.2) and (10.4.3), for each w ∈ Ω and almost all (x, y) ∈ J, we
have that f(x, y, u(x, y, w), w) is in L1. Since the function f is continuous, the indefinite
integral is continuous for all w ∈ Ω and almost all (x, y) ∈ J. Again, as the map μ is
continuous for all w ∈ Ω and the indefinite integral is continuous on J, N(w) defines a
mapping N : Ω × C → C. Hence, u is a solution for integral equation (10.3) if and only if
u = (N(w))u.

We will show that the operator N satisfies all conditions of Lemma 10.10. The proof
will be given in several steps.

Step 1: N(w) is a random operator with a stochastic domain on C. Since f(x, y, u, w) is
random Carathéodory, the map w → f(x, y, u, w) is measurable. Similarly, the product
(log x

s )
r1−1(log y

t )
r2−1 f(s,t,u(s,t,w),w)

st of a continuous and measurable function is again
measurable. Further, the integral is a limit of a finite sum of measurable functions;
therefore, the map

w 󳨃→ μ(x, y, w) +
x

∫
0

y

∫
0

(log xs )
r1−1
(log yt )

r2−1 f(s, t, u(s, t, w), w)
stΓ(r1)Γ(r2)

dtds

is measurable. As a result, N is a random operator on Ω × C to C.
LetW : Ω → P(C) be defined by

W(w) = {u ∈ C : ‖u‖C ≤ R(w)} ,
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302 | 10 Ulam Stabilities for Random Hadamard Fractional Integral Equations

withW(w) bounded, closed, convex, and solid for all w ∈ Ω. ThenW is measurable by
Lemma [[140], Lemma 17]. Let w ∈ Ω be fixed; then from (10.4.4), for any u ∈ w(w), we
get

|(N(w)u)(x, y)|

≤ |μ(x, y, w)| +
x

∫
0

y

∫
0

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log y

t
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1 |f(s, t, u(s, t, w), w)|
stΓ(r1)Γ(r2)

dtds

≤ |μ(x, y, w)| +
x

∫
0

y

∫
0

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log y

t
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1 |p1(s, t, w) + p2(s, t, w)|
Γ(r1)Γ(r2)

dtds

≤ μ∗(w) +
(p∗1(w) + p

∗
2(w))(log a)r1 (log b)r2

Γ(1 + r1)Γ(1 + r2)
≤ R(w) .

Therefore, N is a random operator with stochastic domainW and N(w) : W(w) → N(w).
Furthermore, N(w)maps bounded sets to bounded sets in C.

Step 2: N(w) is continuous. Let {un} be a sequence such that un → u in C. Then, for
each (x, y) ∈ J and w ∈ Ω, we have

|(N(w)un)(x, y) − (N(w)u)(x, y)| ≤
x

∫
0

y

∫
0

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log y

t
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1

×
|f(s, t, un(s, t, w), w) − f(s, t, u(s, t, w), w)|

Γ(r1)Γ(r2)
dtds .

Using the Lebesgue dominated convergence theorem, we get

‖N(w)un − N(w)u‖C → 0 as n →∞ .

As a consequence of Steps 1 and 2, we can conclude that N(w) : W(w) → N(w) is a
continuous random operator with stochastic domainW, and N(w)(W(w)) is bounded.

Step 3: For each bounded subset B of W(w)we have α(N(w)B) ≤ ℓα(B). Let w ∈ Ω be
fixed. From Lemmas 10.8 and 10.9, for any B ⊂ W and any ϵ > 0 there exists a sequence
{un}∞n=0 ⊂ B, such that for all (x, y) ∈ J we have

α((N(w)B)(x, y))

= α(
{
{
{
μ(x, y) +

x

∫
1

y

∫
1

(log xs )
r1−1
(log yt )

r2−1 f(s, t, u(s, t, w), w)
stΓ(r1)Γ(r2)

dtds; u ∈ B
}
}
}
)

≤ 2α(
{
{
{

x

∫
1

y

∫
1

(log xs )
r1−1
(log yt )

r2−1 f(s, t, un(s, t, w), w)
stΓ(r1)Γ(r2)

dtds
}
}
}

∞

n=1

) + ϵ

≤ 4
x

∫
1

y

∫
1

α ({(log xs )
r1−1
(log yt )

r2−1 f(s, t, u(s, t, w), w)
stΓ(r1)Γ(r2)

dtds}
∞

n=1
) dtds + ϵ
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≤ 4
x

∫
1

y

∫
1

(log xs )
r1−1
(log yt )

r2−1 1
Γ(r1)Γ(r2)

α ({f(s, t, un(s, t, w), w)}∞n=1) dtds + ϵ

≤ 4
x

∫
1

y

∫
1

(log xs )
r1−1
(log yt )

r2−1 1
Γ(r1)Γ(r2)

q(s, t, w)α ({un(s, t, w)}∞n=1) dtds + ϵ

≤ (4
x

∫
1

y

∫
1

(log xs )
r1−1
(log yt )

r2−1 1
Γ(r1)Γ(r2)

q(s, t, w)dsdt) α ({un}∞n=1) + ϵ

≤ (4
x

∫
1

y

∫
1

(log xs )
r1−1
(log yt )

r2−1 1
Γ(r1)Γ(r2)

q(s, t, w)dtds) α(B) + ϵ

≤
4q∗(log a)r1 (log b)r2
Γ(1 + r1)Γ(1 + r2)

α(B) + ϵ

= ℓα(B) + ϵ .

Since ϵ > 0 is arbitrary,
α(N(B)) ≤ ℓα(B) .

Hence, from Lemma 10.10 it follows that for each w ∈ Ω, N has at least one fixed
point in W. Since ⋂w∈Ω intW(w) ̸= 0, the measurable selector of intW exists. From
Lemma 10.10, the operator N has a stochastic fixed point, i.e., integral equation (10.3)
has at least one random solution on C.

Step 4: Generalized Ulam–Hyers–Rassias stability. Set

q∗i = sup ess
(x,y,w)∈J×Ω

qi(x, y, w) ; i = 1, 2 .

Let u : Ω → C be a solution of inequality (9.8). By Theorem 10.11, there exists v, which
is a solution of random equation (10.3). Hence,

v(x, y, w) = μ(x, y, w)

+
x

∫
1

y

∫
1

(log xs )
r1−1
(log yt )

r2−1 f(s, t, v(s, t, w), w)
stΓ(r1)Γ(r2)

dtds ; (x, y) ∈ J, w ∈ Ω .

From conditions (10.4.6) and (10.4.7), for each (x, y) ∈ J and w ∈ Ω, we have

|u(x, y, w) − v(x, y, w)| ≤ |u(x, y, w) − N(w)(u)| + |N(w)(u) − N(w)(v)|

≤ Φ(x, y, w) +
x

∫
1

y

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log y

t
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1 |f(s, t, u(s, t, w)) − f(s, t, v(s, t, w))|
Γ(r1)Γ(r2)

dtds

≤ Φ(x, y, w) + 1
Γ(r1)Γ(r2)

x

∫
1

y

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log y

t
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1

× (2q∗1 +
q∗2 |u(s, t, w)|

1 + |u| +
q∗2 |v(s, t, w)|

1 + |v| )
Φ(s, t, w)

st
dtds
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304 | 10 Ulam Stabilities for Random Hadamard Fractional Integral Equations

≤ Φ(x, y, w) + 2(q∗1 + q
∗
2)(

H IrσΦ)(x, y, w)
≤ [1 + 2(q∗1 + q

∗
2)λϕ]Φ(x, y, w)

:= cN,ΦΦ(x, y, w) .

Hence, random equation (10.3) is generalized Ulam–Hyers–Rassias stable.

10.2.3 An Example

Let E = ℝ, Ω = (−∞, 0) be equipped with the usual σ-algebra consisting of Lebesgue
measurable subsets of (−∞, 0). Given a measurable function u : Ω → C([1, e] × [1, e]),
consider the partial random Hadamard integral equation

u(x, y, w) = μ(x, y, w)

+
x

∫
1

y

∫
1

(log xs )
r1−1
(log yt )

r2−1 f(s, t, u(s, t, w), w)
stΓ(r1)Γ(r2)

dtds (10.4)

for (x, y) ∈ [1, e] × [1, e], w ∈ Ω, where

r1, r2 > 0 , μ(x, y, w) = x sinw + y2 cosw; (x, y) ∈ [1, e] × [1, e],

and

f(x, y, u(x, y)) = w2xy2

(1 + w2 + u(x, y, w)|)ex+y+3
, (x, y) ∈ [1, e] × [1, e], w ∈ Ω .

The function w 󳨃→ μ(x, y, w) = x sinw + y2 cosw is measurable and bounded, with

|μ(x, y, w)| ≤ e + e2 ;

hence, condition (10.4.1) is satisfied.
The map (x, y, w) 󳨃→ f(x, y, u, w) is jointly continuous for all u ∈ ℝ, so jointly

measurable for all u ∈ ℝ. Also, the map u 󳨃→ f(x, y, u, w) is continuous for all (x, y) ∈
[1, e] × [1, e] and w ∈ Ω. So the function f is Carathéodory on [1, e] × [1, e] × ℝ × Ω.

For each u ∈ ℝ, (x, y) ∈ [1, e] × [1, e] and w ∈ Ω we have

|f(x, y, u, w)| ≤ w2xy2 (1 + 1
e3
|u|) .

Hence, condition (10.4.3) is satisfied by p∗1 = e3 and p1(x, y, w) = p
∗
2 = 1. The condition

ℓ < 1 holds with a = b = e and q∗ = 1
e3 . Indeed, for each r1, r2 > 0 we get

ℓ =
4q∗(log a)r1 (log b)r2
Γ(1 + r1)Γ(1 + r2)

≤
4

e3Γ(1 + r1)Γ(1 + r2)
< 1 .
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Condition (10.4.6) is satisfied by

Φ(x, y, w) = w2w2xy2, and λΦ =
1

Γ(1 + r1)Γ(1 + r2)
.

Indeed, for each (x, y) ∈ [1, e] × [1, e] we get

(H IrσΦ)(x, y, w) ≤
w2e3

Γ(1 + r1)Γ(1 + r2)
= λΦΦ(x, y, w) .

Finally, we can see that condition (10.4.7) is satisfied by q1(x, y, w) = 1 and q2(x, y, w) =
1
e3 . Consequently, Theorem 10.11 implies that the Hadamard integral equation (10.4)
has a solution defined on [1, e] × [1, e], and (10.4) is generalized Ulam–Hyers–Rassias
stable.

10.3 Global Stability Results for Volterra–Hadamard Random
Partial Fractional Integral Equations

10.3.1 Introduction

This section deals with the existence and stability of random solutions of a class of
functional partial integral equations of Hadamard fractional order with random effects
in Banach spaces.

The initial value problems of ordinary random differential equations have been
studied in the literature on bounded as well as unbounded intervals. See, for example,
Burton and Furumochi [114], Zielinski et al. [265], and the references therein.

In [8, 32], Abbas et al. studied existence and stability results for some classes of
nonlinear differential and integral equations of fractional order. This section deals
with the existence and the asymptotic behavior of random solutions to the nonlinear
quadratic Volterra random partial integral equation of Hadamard fractional order

u(t, x, w) = f(t, x, u(t, x, w), w) + 1
Γ(r1)Γ(r2)

t

∫
1

x

∫
1

(log ts)
r1−1
(log xξ )

r2−1

× g(t, x, s, ξ, u(s, ξ, w), w)dξds
sξ

, (t, x) ∈ J := [1,∞) × [1, b], w ∈ Ω ,

(10.5)

where b > 1, r1, r2 ∈ (0,∞), α, β, γ : [1,∞) → [1,∞), (Ω,A) is a measurable space,
f : J × ℝ × Ω → ℝ and g : J1 × ℝ × Ω → ℝ are given continuous functions, and
J1 = {(t, x, s, ξ) : 1 ≤ s ≤ t, 1 ≤ ξ ≤ s ≤ b}. Our existence results are based on Itoh’s
random fixed point theorem. Also, we obtain some results about the global asymptotic
stability of random solutions of the integral equation in question. Finally, we present
an example illustrating the applicability of the imposed conditions.
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306 | 10 Ulam Stabilities for Random Hadamard Fractional Integral Equations

10.3.2 Existence of Random Solutions and Global Stability Results

In this section, we are concerned with the existence and the asymptotic stability of
random solutions for the Hadamard partial integral equation (10.5). The following
conditions will be used in the sequel:
(10.5.1) The functions f and g are random Carathéeodory.
(10.5.2) There exist a constant M, L > 0 with M < L and a nondecreasing function

ψ1 : [0,∞) → (0,∞) such that

|f(t, x, u, w) − f(t, x, v, w)| ≤ M|u − v|
(1 + t)(L + |u − v|)

and
|f(t1, x1, u, w) − f(t2, x2, u, w)| ≤ (|t1 − t2| + |x1 − x2|)ψ1(|u|)

for each (t, x), (t1, x1), (t2, x2) ∈ J, u, v ∈ ℝ and w ∈ Ω.
(10.5.3) The function t → f(t, x, 0, 0, w) is bounded on J × Ω with

f∗ = sup
(t,x,w)∈J×Ω

f(t, x, 0, 0, w)

and
lim
t→∞
|f(t, x, 0, 0, w)| = 0 ; x ∈ [1, b], w ∈ Ω .

(10.5.4) There exist continuous measurable functions φ : J × Ω → ℝ+, p : J1 × Ω → ℝ+
and a nondecreasing function ψ2 : [0,∞) → (0,∞) such that

|g(t1, x1, s, ξ, u, w) − g(t2, x2, s, ξ, u, w)| ≤ φ(s, ξ, w)(|x1 − x2| + |y1 − y2|)ψ2(|u|)

and
|g(t, x, s, ξ, u, w)| ≤ p(t, x, s, ξ, w)1 + t + |u|

for each (t, x), (s, t), (t1, x1), (t2, x2) ∈ J, u ∈ ℝ, and w ∈ Ω. Moreover, assume that

lim
t→∞

t

∫
1

x

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log t

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x

ξ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1
p(t, x, s, ξ, w)dξds = 0 ; x ∈ [1, b] .

Theorem 10.12. Assume (10.5.1)–(10.5.4), then integral equation (10.5) has at least one
random solution in the space BC. Moreover, the random solutions of (10.5) are globally
asymptotically stable.

Proof. Set d∗ := sup(t,x,w)∈J×Ω d(t, x, w), where

d(t, x, w) = 1
Γ(r1)Γ(r2)

t

∫
1

x

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log t

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x

ξ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1
p(t, x, s, ξ, w)dξds .
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From condition (10.5.4) we infer that d∗ is finite. Define a mapping N : Ω × BC → BC
such that

N(w)u(t, x) = f(t, x, u(t, x, w), w) + 1
Γ(r1)Γ(r2)

t

∫
1

x

∫
1

(log ts)
r1−1
(log xξ )

r2−1

× g(t, x, s, ξ, u(s, ξ, w), w)dξds
sξ

, (t, x) ∈ J, w ∈ Ω . (10.6)

The maps f and g are continuous for all w ∈ Ω. Again, as the indefinite integral is
continuous on J, N(w) defines a mapping N : Ω × BC → BC. Then u is a solution for
integral equation (10.5) if and only if u = N(w)u.

Next we show that the function N(w)u ∈ BC for any u ∈ BC and each w ∈ Ω. By
considering the conditions of this theorem, for each (t, x) ∈ J and w ∈ Ω we have

|(Nw)u(t, x)| ≤ |f(t, x, u(t, x, w), w) − f(t, x, 0, w)| + |f(t, x, 0, w)|

+
1

Γ(r1)Γ(r2)

t

∫
1

x

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log t

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x

ξ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1

× |g(t, x, s, ξ, u(s, ξ, w), w)|dξds
sξ

≤
M|u(t, x, w)|

(1 + t)(L + |u(t, x, w)|) + |f(t, x, 0, w)|

+
1

Γ(r1)Γ(r2)

t

∫
1

x

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log t

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x

ξ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1

×
p(t, x, s, ξ)

1 + α(t) + |u(s, ξ))| + |u(γ(s), ξ))|
dξds
sξ

≤ M + f∗ + d∗ .

Hence, N(w)u ∈ BC, and N(w) transforms the ball Bη := B(0, η) into itself, where
η = M + f∗ + d∗. We will show that N : Ω × Bη → Bη satisfies the assumptions of
Theorem 10.7. The proof will be given in several steps.

Step 1: N(w) is a random operator on Ω × Bη into Bη. Since f(t, x, u, w) is random
Carathéodory, the map w → f(t, x, u, w) is measurable in view of Lemma 10.2. Simi-
larly, the product (log t

s )
r1−1(log x

ξ )
r2−1g(t, x, s, ξ, u(s, ξ, w), w) of a continuous and a

measurable function is again measurable. Further, the integral is a limit of a finite sum
of measurable functions; therefore, the map

w 󳨃→ N(w)u(t, x, w)

is measurable. As a result, N(w) is a random operator on Ω × Bη into Bη.
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Step 2: N(w) is continuous. Let {un}n∈ℕ be a sequence such that un → u in Bη. Then,
for each (t, x) ∈ J and w ∈ Ω we have

|N(w)un(t, x) − N(w)u(t, x)| ≤ |f(t, x, un(t, x, w), w) − f(t, x, u(t, x, w), w)|

+
1

Γ(r1)Γ(r2)

t

∫
1

x

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log t

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x

ξ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1

× sup
(s,ξ)∈J
|g(t, x, s, ξ, un(s, ξ, w), w) − g(t, x, s, ξ, u(s, ξ, w), w)|

dξds
sξ

≤
M
L
‖un − u‖BC

+
1

Γ(r1)Γ(r2)

t

∫
1

x

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log t

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x

ξ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1

× ‖g(t, x, ., ., un(., ., w), w) − g(t, x, ., ., u(., ., w), w)‖BCdξds . (10.7)

Case 1. If (t, x) ∈ [1, T] × [1, b], T > 1, then, since un → u as n →∞ and f, g are
continuous, (10.7) gives

‖N(w)un − N(w)u‖BC → 0 as n →∞ .

Case 2. If (t, x) ∈ (T,∞) × [1, b], T > 1, then from (10.5.4) and (10.7) for each
(t, x) ∈ J we have

|N(w)un(t, x) − N(w)u(t, x)| ≤
M
L
‖un − u‖BC

+
2

Γ(r1)Γ(r2)

t

∫
1

x

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log β(t)

s

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x

ξ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1 p(t, x, s, ξ)
sξ

dξds

≤
M
L
‖un − u‖BC + 2d(t, x) .

Thus, we get

|N(w)un(t, x) − N(w)u(t, x)| ≤
M
L
‖un − u‖BC + 2d(t, x, w) . (10.8)

Since un → u as n →∞ and t →∞, (10.8) gives

‖N(w)un − N(w)u‖BC → 0 as n →∞ .

Step 3: N(w)(Bη) is uniformly bounded. This is clear since N(w)(Bη) ⊂ Bη; w ∈ Ω
and Bη is bounded.

Step 4: N(Bη) is equicontinuous on every compact subset [1, a] × [1, b] of J, a > 1.
Let w ∈ Ω, (t1, x1), (t2, x2) ∈ [1, a] × [1, b], t1 < t2, x1 < x2, and let u ∈ Bη. Then we
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have

|N(w)u(t2, x2) − N(w)u(t1, x1)|
≤ |f(t2, x2, u(t2, x2, w), w) − f(t2, x2, u(t1, x1, w), w)|
+ |f(t2, x2, u(t1, x1, w), w) − f(t1, x1, u(t1, x1, w), w)|

+
1

Γ(r1)Γ(r2)

t2

∫
1

x2

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log t2

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x2

ξ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1

× |g(t2, x2, s, ξ, u(s, ξ, w), w) − g(t1, x1, s, ξ, u(s, ξ, w), w)|dξds

+
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1
Γ(r1)Γ(r2)

t2

∫
1

x2

∫
1

(log t2s )
r1−1
(log x2ξ )

r2−1

× g(t1, x1, s, ξ, u(s, ξ, w), w)dξds

−
1

Γ(r1)Γ(r2)

t1

∫
1

x1

∫
1

(log t2s )
r1−1
(log x2ξ )

r2−1

×g(t1, x1, s, ξ, u(s, ξ, w), w)dξds󵄨󵄨󵄨󵄨

+
1

Γ(r1)Γ(r2)

t1

∫
1

x1

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(log t2s )

r1−1
(log x2ξ )

r2−1

−(log t1s )
r1−1
(log x1ξ )

r2−1󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
|g(t1, x1, s, ξ, u(s, ξ, w), w)|dξds .

Thus, we obtain

|N(w)u(t2, x2) − N(w)u(t1, x1)|

≤
M
L
(|u(t2, x2, w) − u(t1, x1, w)| + |u(t2, x2, w) − u(t1, x1, w)|)

+ (|t2 − t1| + |x2 − x1|)ψ1(‖u‖BC)

+
1

Γ(r1)Γ(r2)

t2

∫
1

x2

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log t2

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x2

ξ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1

× φ(t, x, s, ξ, w)(|t2 − t1| + |x2 − x1|)ψ2(‖u‖BC)dξds

+
1

Γ(r1)Γ(r2)

t2

∫
t1

x2

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log t2

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x2

ξ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1

× |g(t1, x1, s, ξ, u(s, ξ, w), w)|dξds
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+
1

Γ(r1)Γ(r2)

t2

∫
1

x2

∫
x1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log t2

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x2

ξ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1

× |g(t1, x1, s, ξ, u(s, ξ, w), w)|dξds

+
1

Γ(r1)Γ(r2)

t2

∫
t1

x2

∫
x1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log t2

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x2

ξ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1

× |g(t1, x1, s, ξ, u(s, ξ, w), w)|dξds

+
1

Γ(r1)Γ(r2)

t1

∫
1

x1

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(log t2s )

r1−1
(log x2ξ )

r2−1

−(log β(t1)s )
r1−1
(log x1ξ )

r2−1󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
|g(t1, x1, s, ξ, u(s, ξ, w), w)|dξds .

Hence, we get

|N(w)u(t2, x2) − N(w)u(t1, x1)|

≤
M
L
(|u(t2, x2, w) − u(t1, x1, w)| + |u(t2, x2, w) − u(t1, x1, w)|)

+ (|t2 − t1| + |x2 − x1|)ψ1(η)

+
(|t2 − t1| + |x2 − x1|)ψ2(η)

Γ(r1)Γ(r2)

×
t2

∫
1

x2

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log t2

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x2

ξ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1
φ(s, ξ)dξds

+
1

Γ(r1)Γ(r2)

β(t2)

∫
β(t1)

x2

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log β(t2)

s

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x2

ξ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1
p(t1, x1, s, ξ)|dξds

+
1

Γ(r1)Γ(r2)

t2

∫
1

x2

∫
x1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log t2

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x2

ξ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1
p(t1, x1, s, ξ)|dξds

+
1

Γ(r1)Γ(r2)

t2

∫
t1

x2

∫
x1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log t2

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x2

ξ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1
p(t1, x1, s, ξ)|dξds

+
1

Γ(r1)Γ(r2)

t1

∫
1

x1

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(log t2s )

r1−1
(log x2ξ )

r2−1

−(log t1s )
r1−1
(log x1ξ )

r2−1󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
p(t1, x1, s, ξ, w)|dξds .

From the continuity of φ, p and as t1 → t2 and x1 → x2, the right-hand side of the
preceding inequality tends to zero.
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Step 5: N(w)(Bη) is equiconvergent. Let (t, x) ∈ J, w ∈ Ω and u ∈ Bη. Then we have

|N(w)u(t, x)| ≤ |f(t, x, u(t, x, w), w) − f(t, x, 0, w) + f(t, x, 0, w)|

+
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1
Γ(r1)Γ(r2)

t

∫
1

x

∫
1

(log ts)
r1−1
(log xξ )

r2−1

× g(t, x, s, ξ, u(s, ξ, w), w)dξds
sξ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤
M|u(t, x, w)|

(1 + t)(L + |u(t, x, w)|) + |f(t, x, 0, w)|

+
1

Γ(r1)Γ(r2)

t

∫
1

x

∫
1

(log ts)
r1−1
(log xξ )

r2−1

×
p(t, x, s, ξ, w)

1 + t + |u(s, ξ, w)|dξds

≤
M

1 + t + |f(t, x, 0, w)|

+
1

Γ(r1)Γ(r2)(1 + t)

t

∫
1

x

∫
1

(log β(t)s )
r1−1
(log xξ )

r2−1
p(t, x, s, ξ, w)dξds

≤
M

1 + t + |f(t, x, 0, w)| +
d∗

1 + t .

Thus, for each x ∈ [1, b] we get

|N(w)u(t, x)| → 0, as t → +∞ .

Hence,
|N(w)u(t, x) − N(w)u(+∞, x)| → 0, as t → +∞ .

As a consequence of Steps 1–5, together with Lemma 1.57, we can conclude that N : Ω ×
Bη → Bη is continuous and compact. From an application of Theorem 10.7 we deduce
that the operator equation N(w)u = u has a random solution. This further implies that
random integral equation (10.5) has a random solution.

Step 6: The uniform global attractivity. Let us assume that u0 is a solution of integral
equation (7.1) with the conditions of this theorem. Consider the ball B(u0, η∗) with
η∗ = LM∗

L−M , where

M∗ := 1
Γ(r1)Γ(r2)

sup
(t,x,w)∈J×Ω

{
{
{

t

∫
1

x

∫
1

(log ts)
r1−1
(log xξ )

r2−1

× |g(t, x, s, ξ, u(s, ξ, w), w)

− g(t, x, s, ξ, u0(s, ξ, w), w)|dξds; u ∈ BC
}
}
}

.
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312 | 10 Ulam Stabilities for Random Hadamard Fractional Integral Equations

Taking w ∈ Ω and u ∈ B(u0, η∗), we have

|N(w)u(t, x) − u0(t, x, w)| = |N(w)u(t, x) − N(w)u0(t, x)|
≤ |f(t, x, u(t, x, w), w) − f(t, x, u0(t, x, w), w)|

+
1

Γ(r1)Γ(r2)

t

∫
1

x

∫
1

(log ts)
r1−1
(log xξ )

r2−1

× |g(t, x, s, ξ, u(s, ξ, w), w) − g(t, x, s, ξ, u0(s, ξ, w), w)|
dξds
sξ

≤
M
L
‖u − u0‖BC +M∗

≤
M
L
η∗ +M∗ = η∗ .

Thus, we observe that N(w) is a continuous function such that N(w)(B(u0, η∗)) ⊂
B(u0, η∗). Moreover, if u is a solution of integral equation (10.5), then

|u(t, x, w) − u0(t, x, w)| = |N(w)u(t, x) − N(w)u0(t, x)|
≤ |f(t, x, u(t, x, w), w) − f(t, x, u0(t, x, w), w)|

+
1

Γ(r1)Γ(r2)

t

∫
1

x

∫
1

(log ts)
r1−1
(log xξ )

r2−1

× |g(t, x, s, ξ, u(s, ξ, w), w) − g(t, x, s, ξ, u0(s, ξ, w), w)|dξds .

Thus,

|u(t, x, w) − u0(t, x, w)| ≤
M
L
|u(t, x, w) − u0(t, x, w)|

+
1

Γ(r1)Γ(r2)

t

∫
1

x

∫
1

(log ts)
r1−1
(log xξ )

r2−1
p(t, x, s, ξ, w)dξds . (10.9)

Using (10.9), we get

lim
t→∞
|u(t, x, w) − u0(t, x, w)| ≤ limt→∞

L
Γ(r1)Γ(r2)(L −M)

t

∫
1

x

∫
1

(log ts)
r1−1
(log xξ )

r2−1

× p(t, x, s, ξ, w)dξds = 0 .

Consequently, all random solutions of integral equation (7.1) are globally asymptotically
stable.

10.3.3 An Example

Let Ω = (−∞, 0) be equipped with the usual σ-algebra consisting of Lebesgue mea-
surable subsets of (−∞, 0). Given a measurable function u : Ω → AC([1,∞) × [1, e]),
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consider the partial Hadamard random fractional integral equation

u(t, x, w) = tx
10(1 + t + t2 + t3 + tw2 + w2)

(1 + sin(u(t, x, w)))

+
1

Γ2(q)

t

∫
1

x

∫
1

(log ts)
q−1
(log xξ )

q−1 ln(1 + 2x(sξ)−1|u(s, ξ)|)
(1 + t + |u(s, ξ)|)2(1 + x2 + t4)

dξds ;

(t, x) ∈ [1,∞) × [1, e], w ∈ Ω ,
(10.10)

where r1 = r2 = q > 0,

f(t, x, u, w) = tx(1 + sin(u))
10(1 + t)(1 + w2 + t2)

for (t, x) ∈ J w ∈ Ω and u ∈ ℝ and

g(t, x, s, ξ, u, w) = ln(1 + x(sξ)−1|u|)
(1 + t + |u|)2(1 + x2 + t4)

for (t, x, s, ξ) ∈ J1 w ∈ Ω and u ∈ ℝ.
We can easily check that the assumptions of Theorem 10.12 are satisfied. In fact,

clearly, the maps (t, x, w) 󳨃→ f(t, x, u, w) and (t, x, w) 󳨃→ g(t, x, s, ξ, u, w) are jointly
continuous for all u ∈ ℝ and, thus, jointly measurable for all u ∈ ℝ. Also, the maps
u 󳨃→ f(t, x, u, w) and u 󳨃→ g(t, x, s, ξ, u, w) are continuous for all (t, x) ∈ J and w ∈ Ω.
Thus, the functions f and g are Carathéodory; then condition (10.5.1) is satisfied. The
function f is continuous and satisfies (10.5.2), where M = 1

10 , L = 1. Also, f satisfies
(10.5.3), with f∗ = e

10 . Next, let us note that the function g satisfies (10.5.4), where
p(t, x, s, ξ) = x(sξ)−1

1+x2+t4 . Also,

lim
t→∞

p(t, x)
t

∫
1

x

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log t

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

q−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x

ξ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

q−1
p(t, x, s, ξ)dξds

= lim
t→∞

x
1 + x2 + t4

t

∫
1

x

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log t

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

q−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x

ξ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

q−1 dξds
sξ

= lim
t→∞

9x(log t)q

1 + x2 + t4
= 0 .

Hence, by Theorem 10.12, integral equation (10.10) has a random solution defined
on [1,∞) × [1, e], and the random solutions of this integral equation are globally
asymptotically stable.
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10.4 Multidelay Hadamard Fractional Integral Equations in
Fréchet Spaces with Random Effects

10.4.1 Introduction

In this section, we present some results concerning the existence and Ulam stabilities
of random solutions for some functional integral equations of Hadamard fractional
order and random effects in Fréchet spaces.

Recently, some interesting results on the existence and Ulam stabilities of the
solutions of some classes of differential equations were obtained by Abbas et al. [5, 24,
25, 28]. This section deals with the existence and Ulam stabilities of random solutions
of the problem of Hadamard fractional integral equations

u(t, x, w) = μ(t, x, w) + f(t, x, (H Irσu)(t, x, w), u(t, x, w), w)

+
1

Γ(r1)Γ(r2)

t

∫
1

x

∫
1

(log ts)
r1−1
(log xy)

r2−1

× g(t, x, s, y, u(s − τ1, y − ξ1, w), . . . , u(s − τm , y − ξm , w), w)
dyds
sy

,

if (t, x) ∈ J := [1, +∞) × [1, b], w ∈ Ω , (10.11)
u(t, x, w) = Φ(t, x, w) , if (t, x) ∈ ̃J := [−T,∞) × [−ξ, b]\(1,∞) × (1, b], w ∈ Ω ,

(10.12)

where b > 1, σ = (1, 1), r = (r1, r2), r1, r2 ∈ (0,∞), H Irσ is the Hadamard integral of
order r, τi , ξi ≥ −1; i = 1 . . . ,m, T = maxi=1...,m{τi}, ξ = maxi=1...,m{ξi}, (Ω,A) is a
measurable space, μ : J × Ω → ℝ, f : J × ℝ × ℝ × Ω → ℝ, g : J󸀠 × ℝ × Ω → ℝ are given
continuous functions, and J󸀠 = {(t, x, s, y) : 1 ≤ s ≤ t, 1 ≤ y ≤ x ≤ b}.

Our investigations are conducted in Fréchet spaces with the application of a
stochastic fixed point theorem of Goudarzi for the existence of solutions of prob-
lem(10.11)–(10.12), and we prove that all solutions are generalized Ulam–Hyers–Rassias
stable.

10.4.2 Existence of Random Solutions and Ulam stabilities results

Let us start by defining what we mean by a random solution of problem (10.11)–(10.12).

Definition 10.13. A function u ∈ C is said to be a random solution of (10.11)–(10.12) if u
satisfies equation (10.11) on J and (10.12) in ̃J.

Now we are concerned with the existence and uniform global attractivity of random
solutions for problem (10.11)–(10.12). Set

Jp := [1, p] × [1, b] , J󸀠p = {(t, x, s, y) : 1 ≤ s ≤ t ≤ p, 1 ≤ y ≤ x ≤ b}; p ∈ ℕ\{0, 1} .
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The following conditions will be used in the sequel:
(10.7.1) The functions w 󳨃→ μ(t, x, w) and w 󳨃→ Φ(t, x, w) are measurable for a.e.
(t, x) ∈ Jp or (t, x) ∈ ̃J, respectively, and the functions f and g are random
Carathéeodory.

(10.7.2) There exist continuous measurable functions l, k : Jp × Ω → ℝ+ such that

|f(t, x, u1, v1, w) − f(t, x, u2, v2, w)| ≤ l(t, x, w)|u1 − u2| + k(t, x, w)|v1 − v2|

for each (t, x) ∈ Jp , u1, u2, v1, v2 ∈ ℝ, and w ∈ Ω. Moreover, assume that the
function (u, v) 󳨃→ f(t, x, u, v, w) satisfies

f(t, x, λu, λv, w) = λf(t, x, u, v, w) ; for λ ∈ (0, 1), (t, x) ∈ Jp , and w ∈ Ω .

(10.7.3) There exist continuous measurable functions Pi : J󸀠p × Ω → ℝ+, i = 1, . . . ,m,
such that

|g(t, x, s, y, u1, . . . , um , w)| ≤
m
∑
i=1
Pi(t, x, s, y, w)|ui|

for (t, x, s, y) ∈ J󸀠p , ui ∈ ℝ, and w ∈ Ω. Moreover, assume that the function
(u1, . . . , um) 󳨃→ g(t, x, u1, . . . , um , w) satisfies

g(t, x, λu1, . . . , λum , w) = λg(t, x, u1, . . . , um , w) ; for λ ∈ (0, 1), (t, x) ∈ Jp ,
and w ∈ Ω .

(10.7.4) There exist Qi : Jp × Ω → [0,∞), i = 1, . . . ,m, with Qi(., w) ∈ L∞(Jp , [0,∞)),
i = 1, . . . ,m, such that for each w ∈ Ω and a.e. (t, x) ∈ Jp we have

Pi(t, x, s, y, w) ≤ φ(t, x, w)Qi(s, y, w) , i = 1 . . . ,m .

For any p ∈ ℕ\{0, 1} set

Φ∗ = sup
(t,x,w)∈ ̃J×Ω

|Φ(t, x, w)| , μp = sup
(t,x,w)∈Jp×Ω

|μ(t, x, w)| ,

fp = sup
(t,x,w)∈Jp×Ω

|f(t, x, 0, 0, w)| ,

kp = sup
(t,x,w)∈Jp×Ω

k(t, x, w) , lp = sup
(t,x,w)∈Jp×Ω

l(t, x, w) ,

Pip = sup
(t,x,w)∈Jp×Ω

t

∫
1

x

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log t

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x

y

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1 Pi(t, x, s, y, w)
Γ(r1)Γ(r2)

dyds , Pp =
m
∑
i=1
Pip .

Theorem 10.14. Assume (10.7.1)–(10.7.3). If

ℓp := Pp + kp +
lp(log p)r1 (log b)r2
Γ(1 + r1)Γ(1 + r2)

< 1 , (10.13)

then problem (10.11)–(10.12) has at least one random solution in space C. Furthermore,
if condition (10.7.4) holds, then problem (10.11)–(10.12) is generalized Ulam–Hyers–
Rassias stable.
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316 | 10 Ulam Stabilities for Random Hadamard Fractional Integral Equations

Proof. Let N : Ω × C → C be the mapping defined by

N(w)u(t, x) =

{{{{{{{{{{{{{
{{{{{{{{{{{{{
{

Φ(t, x, w), (t, x) ∈ ̃J ,
μ(t, x, w) + f(t, x, (H Irσu)(t, x, w), u(t, x, w), w)

+
1

Γ(r1)Γ(r2)

t

∫
1

x

∫
1

(log ts)
r1−1
(log xy)

r2−1
w ∈ Ω ,

× g(t, x, s, y, u(s − τ1, y − ξ1, w), . . . ,

u(s − τm , y − ξm , w), w)
dyds
sy

, (t, x) ∈ J .

(10.14)

The maps Φ, μ, f , and g are continuous for all w ∈ Ω. Again, as the indefinite integral is
continuous on J, N(w) defines a mapping N : Ω × C → C. Then u is a random solution
of problem (10.11)–(10.12) if and only if u = N(w)u.
For each p ∈ ℕ\{0, 1} and any w ∈ Ω we can show that N(w) transforms the ball
Bη := {u ∈ C : ‖u‖p ≤ ηp} into itself, where ηp := max{Φ∗, η󸀠p}, with

η󸀠p ≥
μp + fp
1 − ℓp

.

Indeed, for any w ∈ Ω and each u ∈ C and (t, x) ∈ ̃J we have

|N(w)u(t, x)| ≤ |Φ(t, x, w)| ≤ Φ∗ ,

and for any w ∈ Ω and each u ∈ C and (t, x) ∈ Jp we have

|N(w)u(t, x)| ≤ |μ(t, x, w)| + |f(t, x, (H Irσu)(t, x, w), u(t, x, w), w)|

+
1

Γ(r1)Γ(r2)

t

∫
1

x

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log t

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x

y

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1

× |g(t, x, s, y, u(s − τ1, y − ξ1, w), . . . , u(s − τm , y − ξm , w), w)|dyds
≤ |μ(t, x, w)| + |f(t, x, 0, 0, w)|
+ l(t, x, w)|(H Irσu)(t, x, w)| + k(t, x, w)|u(t, x, w)|

+
1

Γ(r1)Γ(r2)

t

∫
1

x

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log t

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x

y

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1

×
m
∑
i=1
Pi(t, x, s, y)|u(s − τi , y − ξi)|dyds

≤ μ(t, x, w)| + |f(t, x, 0, 0, w)| + η󸀠p l(t, x, w)|H Irσ1| + η󸀠pk(t, x, w)

+
η󸀠p

Γ(r1)Γ(r2)

m
∑
i=1

t

∫
1

x

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log t

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x

y

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1
Pi(t, x, s, y)dyds
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≤ μp + fp +
η󸀠p lp(log p)r1 (log b)r2

Γ(1 + r1)Γ(1 + r2)
+ η󸀠pkp + η󸀠p

m
∑
i=1
Pip

≤ μp + fp + η󸀠p (Pp + kp +
lp(log p)r1 (log b)r2
Γ(1 + r1)Γ(1 + r2)

)

= μp + fp + η󸀠pℓp
≤ η󸀠p .

Thus,
‖N(u)‖p ≤ ηp .

Hence, N(w) transforms the ball Bη into itself. We will show that N : Ω × Bη → Bη
satisfies the assumptions of [147, Theorem 3.1]. The proof will be given in three steps.

Step 1. N(w) is a random operator on Ω × Bη into Bη. Since f(t, x, u, v, w) is random
Carathéodory, the map w → f(t, x, u, v, w) is measurable in view of Lemma 10.2.
Similarly, the product (log t

s )
r1−1(log x

ξ )
r2−1g(t, x, u1, . . . , um , w) of a continuous and

a measurable function is again measurable. Further, the integral is a limit of a finite
sum of measurable functions; therefore, the map

w 󳨃→ N(w)u(t, x, w)

is measurable. As a result, N(w) is a random operator on Ω × Bη into Bη.
Step 2. N(w) is continuous. Let {un} be a sequence such that un → u in Bη. Then for

each (x, y) ∈ Jp and w ∈ Ω we have

|(N(w)un)(x, y) − (N(w)u)(x, y)|
≤ |f(t, x, (H Irσu)(t, x, w), un(t, x, w), w) − f(t, x, (H Irσu)(t, x, w), u(t, x, w), w)|

+
1

Γ(r1)Γ(r2)

t

∫
1

x

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log t

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x

y

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1

× |g(t, x, s, y, un(s − τ1, y − ξ1, w), . . . , un(s − τm , y − ξm , w), w)

− g(t, x, s, y, u(s − τ1, y − ξ1, w), . . . , u(s − τm , y − ξm , w), w)|
dyds
sy

≤ l(t, x, w)H Irσ|un(t, x, w) − u(t, x, w)| + k(t, x, w)|un(t, x, w) − u(t, x, w)|

+
1

Γ(r1)Γ(r2)

t

∫
1

x

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log t

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x

y

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1

× |g(t, x, s, y, un(s − τ1, y − ξ1, w), . . . , un(s − τm , y − ξm , w), w)
− g(t, x, s, y, u(s − τ1, y − ξ1, w), . . . , u(s − τm , y − ξm , w), w)|dyds .

From the continuity of g and H Irσ and using the Lebesgue dominated convergence
theorem, we get

‖N(w)un − N(w)u‖p → 0 as n →∞ .
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Step 3. N(w) is affine. For each u, v ∈ Bη , (t, x) ∈ J∗p and any λ ∈ (0, 1) and w ∈ Ω
we have

N(w)(λu + (1 − λ)v) = μ(t, x, w) + λf(t, x, (H Irσu)(t, x, w), u(t, x, w), w)

+
λ

Γ(r1)Γ(r2)

t

∫
1

x

∫
1

(log ts)
r1−1
(log xy)

r2 − 1

× g(t, x, s, y, u(s − τ1, y − ξ1, w), . . . , u(s − τm , y − ξm , w), w)dyds
+ (1 − λ)f(t, x, (H Irσu)(t, x, w), u(t, x, w), w)

+
1 − λ

Γ(r1)Γ(r2)

t

∫
1

x

∫
1

(log ts)
r1−1
(log xy) r2 − 1

× g(t, x, s, y, u(s − τ1, y − ξ1, w), . . . , u(s − τm , y − ξm , w), w)dyds
= λN(w)(u) + (1 − λ)N(w)(v) .

Hence, N(w) is affine.
As a consequence of Steps 1–3, together with [147, Theorem 3.1], we deduce that N

has a fixed point v that is a random solution of problem (10.11)–(10.12).

Step 4. Generalized Ulam–Hyers–Rassias stability. Set

Qip = sup ess
(s,y,w)∈Jp×Ω

Qi(s, y, w) , Qp =
m
∑
i=1
Qip .

Let u : Ω → Bη be a solution of the inequality

‖u(t, x, w) − (N(w)u)(t, x)‖p ≤ φ(t, x, w) , for a.e. (t, x) ∈ J∗p , w ∈ Ω , (10.15)

and v a random solution of problem (10.11)–(10.12). Then ‖u‖p ≤ η, ‖v‖p ≤ η, and

v(t, x, w) =

{{{{{{{{{{{{{
{{{{{{{{{{{{{
{

Φ(t, x, w) , (t, x) ∈ ̃J ,
μ(t, x, w) + f(t, x, (H Irσv)(t, x, w), v(t, x, w), w)

+
1

Γ(r1)Γ(r2)

t

∫
1

x

∫
1

(log ts)
r1−1
(log xy)

r2−1
w ∈ Ω ,

× g(t, x, s, y, v(s − τ1, y − ξ1, w), . . . ,

v(s − τm , y − ξm , w), w)
dyds
sy

; (t, x) ∈ J .

For each (t, x) ∈ ̃J and any w ∈ Ω we have

|u(t, x, w) − v(x, y, w)| ≤ |u(t, x, w) − N(w)(u(t, x, w))|
+ |N(w)(u(t, x, w)) − N(w)(v(t, x, w))|
≤ φ(x, y, w) .
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Next, from condition (10.7.4), for each (t, x) ∈ Jp and any w ∈ Ω we have

|u(t, x, w) − v(x, y, w)| ≤ |u(t, x, w) − N(w)(u(t, x, w))|
+ |N(w)(u(t, x, w)) − N(w)(v(t, x, w))|
≤ φ(x, y, w) + |f(t, x, (H Irσu)(t, x, w), u(t, x, w)) − f(t, x, (H Irσv)(t, x, w), v(t, x, w))|

+
1

Γ(r1)Γ(r2)

t

∫
1

x

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log t

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x

y

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1

× |g(t, x, s, y, u(s − τ1, y − ξ1, w), . . . , u(s − τm , y − ξm , w), w)

− g(t, x, s, y, v(s − τ1, y − ξ1, w), . . . , v(s − τm , y − ξm , w), w)|
dyds
sy

≤ φ(x, y, w) + l(t, x, w)|(H Irσu)(t, x, w) − (H Irσv)(t, x, w)|
+ k(t, x, w)|u(t, x, w) − v(t, x, w)|

+
1

Γ(r1)Γ(r2)

t

∫
1

x

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log t

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x

y

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1
φ(t, x, w)

× (
m
∑
i=1
Qi(s, y)(|u(s − τi , y − ξi , w)| + |v(s − τi , y − ξi , w)|)) dyds

≤ φ(x, y, w) + ℓp|u(t, x, w) − v(t, x, w)|

+
2ηφ(t, x, w)
Γ(r1)Γ(r2)

t

∫
1

x

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log t

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x

y

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1
(
m
∑
i=1
Qip) dyds

≤ φ(t, x, w) + ℓp|u(t, x, w) − v(t, x, w)|

+
2ηQpφ(t, x, w)
Γ(r1)Γ(r2)

t

∫
1

x

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log t

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x

y

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1
dyds .

Thus, for each (t, x) ∈ Jp and any w ∈ Ω we obtain

|u(t, x, w) − v(x, y, w)| ≤ φ(t, x, w)1 − ℓp
(1 +

2ηQp
Γ(r1)Γ(r2)

t

∫
1

x

∫
1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log t

s
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r1−1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log x

y

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

r2−1
dyds)

≤
1

1 − ℓp
(1 +

2ηQp(log p)r1 (log b)r2
Γ(1 + r1)Γ(1 + r2)

)φ(t, x, w)

:= c󸀠N,φφ(t, x, w) .

Hence, for each (t, x) ∈ J∗p and any w ∈ Ω we get

|u(t, x, w) − v(x, y, w)| ≤ cN,φφ(x, y, w) ,

where cN,φ := max{1, c󸀠N,φ}. Consequently, random problem (10.11)–(10.12) is general-
ized Ulam–Hyers–Rassias stable.
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10.4.3 An Example

Let Ω = (−∞, 0) be equipped with the usual σ-algebra consisting of Lebesgue measur-
able subsets of (−∞, 0). Given a measurable function u : Ω → C([−1,∞) × [−2, e]),
consider the problem of Hadamard fractional order integral equations

u(t, x, w) = xe3−2t

(1 + w2)(1 + t + x2)
+
xcpe−t−2

1 + w2 (e
2p|(H Irσu)(t, x, w)| + ep|u(t, x, w)|)

+
1

Γ(r1)Γ(r2)

t

∫
1

x

∫
1

(log ts)
r1−1
(log xy)

r2−1

× g(t, x, s, y, u(s − 1, y − 2, w), u(s − 12 , y −
2
5 , w), w)

×
1
sy
dyds , if (t, x) ∈ J := [1, +∞) × [1, e], w ∈ Ω , (10.16)

u(t, x, w) = 2
(1 + w2)(2 + t2)(2 + x2)

, if (t, x) ∈ ̃J, w ∈ Ω , (10.17)

where
̃J := [−1,∞) × [−2, e]\(1,∞) × (1, e] , r = (r1, r2) ∈ (0,∞) × (0,∞) ,

cp =
e−2

p −34 e + e−2+p + e−2+2ppr1
Γ(1+r1)Γ(1+r2)

, p ∈ ℕ\{0, 1} ,

g(t, x, s, y, u1, u2, w) =
xcps

−3
4 (|u1| + |u2|) sin√t sin s
(1 + w2)(1 + x2 + t2)

, if (t, x, s, y) ∈ J󸀠 ,

and u1, u2 ∈ ℝ ,

and
J󸀠 = {(t, x, s, y) : 1 ≤ s ≤ t and 1 ≤ x ≤ y ≤ e} .

Set
μ(t, x, w) = xe3−2t

(1 + w2)(1 + t + x2)
,

f(t, x, u, v, w) =
xcpe−t−2

1 + w2 (e
2p|u| + ep|v|) ; p ∈ ℕ\{0, 1} .

We have μp = e2. The function f is continuous and satisfies (10.7.2), with

l(t, x, w) =
xcpe−t−2+2p

c
1 + w2 , k(t, x, w) =

xcpe−t−2+p

1 + w2 ,

lp = cpe−2+2p , lp = cpe−2+p .

Also, the function g is continuous and satisfies (10.7.3), with

P1(t, x, s, y, w) = P2(t, x, s, y, w) =
xcps

−3
4 sin√t sin s

(1 + w2)(1 + x2 + t2)
; (t, x, s, y) ∈ J󸀠 ,

Pp = cpp
−3
4 e .
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Condition (10.7.4) is satisfied by

Q1(s, y, w) = Q2(s, y, w) =
cps
−3
4 sin s

1 + w2 , and φ(t, x, w) = x sin√t
1 + x2 + t2

.

Condition (10.13) holds, with b = e. Indeed, for each p ∈ ℕ\{0, 1} we get

Pp + kp +
lp(log p)r1 (log b)r2
Γ(1 + r1)Γ(1 + r2)

= cp (p
−3
4 e + e−2+p + e−2+2ppr1

Γ(1 + r1)Γ(1 + r2)
) = e−2 < 1 .

Hence, by Theorem 10.14, problem (10.16)–(10.17) has a random solution defined on
[−1, +∞) × [−2, e] and is generalized Ulam–Hyers–Rassias stable.

10.5 Notes and Remarks

The results of Chapter 10 are taken from Abbas et al. [8, 7, 6, 27]. Other results may be
found in [5, 7, 21, 36, 40].
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