**1, About sift**

Scale invariant feature transform (SIFT) is a computer vision algorithm used to detect and describe the local features in the image. It looks for the extreme points in the spatial scale, and extracts the position, scale and rotation invariants. This algorithm was published by David Lowe in 1999 and summarized in 2004.

The description and detection of local image features can help to identify objects. SIFT features are based on some local appearance interest points on the object, and have nothing to do with the size and rotation of the image. The tolerance of light, noise and some changes of micro viewing angle is also quite high. Based on these characteristics, they are highly significant and relatively easy to retrieve. In the feature database with a large number of parent numbers, it is easy to identify objects and there is little misidentification. Using SIFT features to describe the detection rate of some objects is also very high, and even more than three sift object features are enough to calculate the location and orientation. In today's computer hardware speed and small feature database conditions, identification speed can be close to real-time operation. SIFT features have a large amount of information and are suitable for fast and accurate matching in massive databases.

**2, sift algorithm principle**

The essence of SIFT algorithm is to find key points (feature points) in different scale space and calculate the direction of key points. The key points found by SIFT are those that are very prominent and will not change due to lighting, affine transformation, noise and other factors, such as corner points, edge points, bright spots in dark areas and dark spots in bright areas.

**1. characteristics**

1. SIFT feature is a local feature of image, which is invariant to rotation, scale scaling and brightness change, and stable to some extent to angle change, affine transformation and noise;
2. Good uniqueness and abundant information are suitable for fast and accurate matching in massive feature databases;
3. Multiplicity, even a few objects can produce a large number of SIFT eigenvectors;
4. High speed, the optimized SIFT matching algorithm can even meet the real-time requirements;
5. Extensibility, which can be easily combined with other forms of eigenvectors.

**2. Solvable problems**

The performance of image registration / target recognition and tracking is affected by the state of the target itself, the environment of the scene and the imaging characteristics of the imaging equipment. To some extent, SIFT algorithm can solve:

1. Rotation, scaling, translation (RST) of target
2. Image affine / projection transformation (viewpoint)
3. illumination
4. occlusion
5. clutter scene
6. Noise

**3. Algorithm decomposition**

Lowe decomposes SIFT algorithm into four steps as follows:

1. Extreme value detection in scale space  
For two-dimensional image, we build a DOG (difference of Gaussian) pyramid. The meaning of the DOG scale space is: it can be expressed by the Gauss function of a scale space and the convolution of the image.  
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G is a Gaussian function with variable scale, \* \* \* I \* \* \* is the spatial coordinate, and Sigama is the scale.  
In order to determine the location of the feature points, we need to build a Gaussian pyramid.  
After getting the Gauss pyramid, we can get the Gauss difference DOC pyramid through two adjacent Gauss scale spaces. The formula of the whole process is as follows:  
![](data:image/png;base64,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)  
After the establishment of the Gaussian difference pyramid, the feature points are many extreme points in the space of the DOG scale (I think that the location coordinates of the feature points can be obtained by calculating the partial derivative of the feature points). To find the extreme points, it is necessary to compare each point with 26 points in the neighborhood, including 8 points adjacent to each other on the same scale and 18 points adjacent to each other on the adjacent scale.

2. Determination of scale direction of feature points  
It is not enough to get the coordinates of the feature points. We must increase the direction scale information.  
·Using the finite difference method, the amplitude and phase of the image gradient in the range of taking the feature point as the center and taking 3 times of the radius of the West gamma as the radius are calculated.  
·Using histogram statistical method, the gradient direction and amplitude of all pixels in the neighborhood are obtained. The main direction of the feature points is the direction represented by the peak value of the histogram. If the main direction is determined, the SIFT algorithm can be rotation invariant.  
·The calculation formula of the main direction is: (Note: L represents the scale of the feature point)  
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3. Generation of eigenvectors  
The feature vector is finally calculated by the neighborhood gradient information of the feature points.  
·First, rotate the coordinate axis position to the main direction of the feature point  
·Then, taking the feature point as the center, 16 points near the feature point are selected as seed points, and the gradients in 8 directions are calculated respectively  
·The final 128 dimensional vector is the feature vector  
4. Matching of feature points  
Usually, the nearest method is used, that is, to find the nearest feature point in another image, that is, the shortest Euclidean distance.  
The meaning of Euclidean distance is the distance between two points  
The details are as follows:

·For A feature point in the target image A, the Euclidean distance between that point and all feature points in the image B is obtained;  
·The order of the obtained Euclidean distance value is given;  
·Find out the feature points in the target graph B of the smallest and the next smallest (the second smallest) Euclidean distance value pair, and calculate the ratio of the two distances;  
·If the ratio is less than a certain threshold, the two points are matching points, otherwise they will not match.  
(Note: this threshold is an empirical threshold: it is the main reason for the influence of mismatch, and the threshold size generally selected in the experiment is about 0.6.)

**4. disadvantages**

SIFT has unparalleled advantages in image invariant feature extraction, but it is not perfect, and still exists:

1. Real time is not high.
2. Sometimes there are fewer feature points.
3. The feature points can not be extracted accurately for the target with smooth edge.