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Preface

These notes represent an experiment in the use of information technology in teaching an advanced
undergraduate physics course, Quantum Physics at UCSD. The experiment has several goals.

e To make all the class material including a complete set of lecture notes available to students
on the World-Wide Web.

e To make use of some simple multimedia technology to enhance the class notes as a learning
tool compared to a conventional textbook.

e To present a complex subject to students in several different ways so that each student can
use the learning techniques best suited to that individual.

e To get some experience with the use of multimedia technologies in teaching advanced courses.

e To produce course material that might be appropriate for distance learning or self-paced courses
in the future.

The current set of notes covers a 3 quarter course at UCSD, from the beginning of Quantum Me-
chanics to the quantization of the electromagnetic field and the Dirac equation. The notes for the
last quarter should be considered to be a first draft.

At this time, the experiment is in progress. One quarter is not sufficient to optimize the course
material. While a complete set of html based notes has been produced, only limited additional
audio and visual material is now available.

It is my personal teaching experience that upper division physics students learn in different ways.
Many physics students get very little more than an introduction to the material out of the lecture
and prefer to learn from the textbook and homework. Some students claim they cannot learn from
the textbook and rely on lectures to get their basic understanding. Some prefer a rather verbose
exposition of the material in the text, while others prefer a concise discussion largely based on
equations. Modern media have conditioned the students of today in a way that is often detrimental
to learning complex subjects from either a lecture or a textbook.

I chose to use html and the worldwide web as the primary delivery tool for enhanced class notes.
All of the standard software tools and information formats are usable from html. Every computer
can access this format using Internet browsers.

An important aspect of the design of the notes is to maintain a concise basic treatment of the physics,
with derivations and examples available behind hyperlinks. It is my goal, not fully met at this time,
to have very detailed derivations, with less steps skipped than in standard textbooks. Eventually,
this format will allow more examples than are practical in a textbook.

Another important aspect is audio discussion of important equations and drawings. The browser
is able to concentrate on an equation while hearing about the details instead of having to go back
an forth between text and equation. The use of this needs to be expanded and would benefit from
better software tools.

Because of the heavy use of complex equations in this course, the html is generated from LaTeX
input. This has not proved to be a limitation so far since native html can be included. LaTeX
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has the ability to produce high quality equations and input is fast compared to other options. The
LaTeX2html translator functions well enough for the conversion.

Projecting the notes can be very useful in lecture for introductions, for review, and for quick looks
at derivations. The primary teaching though probably still works best at the blackboard. One thing
that our classrooms really don’t facilitate is switching from one mode to the other.

In a future class, with the notes fully prepared, I will plan to decrease the formal lecture time and add
lab or discussion session time, with students working moving at their own pace using computers.
Projects could be worked on in groups or individually. Instructors would be available to answer
questions and give suggestions.

Similar sessions would be possible at a distance. The formal lecture could be taped and available
in bite size pieces inside the lecture notes. Advanced classes with small numbers of students could
be taught based on notes, with less instructor support than is usual. Classes could be offered more
often than is currently feasible.

Jim Branson
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1 Course Summary

1.1 Problems with Classical Physics

Around the beginning of the 20th century, classical physics, based on Newtonian Mechanics and
Maxwell’s equations of Electricity and Magnetism described nature as we knew it. Statistical Me-
chanics was also a well developed discipline describing systems with a large number of degrees of
freedom. Around that time, Einstein introduced Special Relativity which was compatible with
Maxwell’s equations but changed our understanding of space-time and modified Mechanics.

Many things remained unexplained. While the electron as a constituent of atoms had been found,
atomic structure was rich and quite mysterious. There were problems with classical physics, (See
section 2) including Black Body Radiation, the Photoelectric effect, basic Atomic Theory, Compton
Scattering, and eventually with the diffraction of all kinds of particles. Plank hypothesized that EM
energy was always emitted in quanta

FE=hv=hw

to solve the Black Body problem. Much later, deBroglie derived the wavelength (See section 3.4)
for particles.
A= —
p

Ultimately, the problems led to the development of Quantum Mechanics in which all particles are
understood to have both wave and a particle behavior.

1.2 Thought Experiments on Diffraction

Diffraction (See section 3) of photons, electrons, and neutrons has been observed (see the pictures)
and used to study crystal structure.

To understand the experimental input in a simplified way, we consider some thought experiments on
the diffraction (See section 3.5) of photons, electrons, and bullets through two slits. For example,
photons, which make up all electromagnetic waves, show a diffraction pattern exactly as predicted
by the theory of EM waves, but we always detect an integer number of photons with the Plank’s
relation, F = hv, between wave frequency and particle energy satisfied.

Electrons, neutrons, and everything else behave in exactly the same way, exhibiting wave-like diffrac-

tion yet detection of an integer number of particles and satisfying A = 2. This deBroglie wavelength

P
formula relates the wave property A to the particle property p.

1.3 Probability Amplitudes

In Quantum Mechanics, we understand this wave-particle duality using (complex) probability
amplitudes (See section 4) which satisfy a wave equation.

’t/J(:Z", t) = ei(E-i—wt) _ el(ﬁf_Et)/h
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The probability to find a particle at a position Z at some time t is the absolute square of the
probability amplitude (&, t).
- N
P(Z,t) = [¢(Z, 1)

To compute the probability to find an electron at our thought experiment detector, we add the
probability amplitude to get to the detector through slit 1 to the amplitude to get to the detector
through slit 2 and take the absolute square.

Pyetector = le + ¢2|2

Quantum Mechanics completely changes our view of the world. Instead of a deterministic world,
we now have only probabilities. We cannot even measure both the position and momentum of a
particle (accurately) at the same time. Quantum Mechanics will require us to use the mathematics
of operators, Fourier Transforms, vector spaces, and much more.

1.4 Wave Packets and Uncertainty

The probability amplitude for a free particle with momentum 7 and energy E = 1/(pc)? + (mc?)?
is the complex wave function

wfrcc particlc(fv t) = ei(ﬁ.fiEt)/h-

Note that |1)|? = 1 everywhere so this does not represent a localized particle. In fact we recognize
the wave property that, to have exactly one frequency, a wave must be spread out over space.

We can build up localized wave packets that represent single particles(See section 5.1) by adding
up these free particle wave functions (with some coefficients).

1

Y(x,t) = \/ﬁ

—+o0
[ owieite=eoray

(We have moved to one dimension for simplicity.) Similarly we can compute the coefficient for each
momentum

1
v 2mh

These coefficients, ¢(p), are actually the state function of the particle in momentum space. We can
describe the state of a particle either in position space with ¢(z) or in momentum space with ¢(p).
We can use ¢(p) to compute the probability distribution function for momentum.

é(p) = / O(x)e P/,

We will show that wave packets like these behave correctly in the classical limit, vindicating the
choice we made for Yeree particie (T, ).

The Heisenberg Uncertainty Principle (See section 5.3) is a property of waves that we can deduce
from our study of localized wave packets.

ApAx >

N S
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It shows that due to the wave nature of particles, we cannot localize a particle into a small volume
without increasing its energy. For example, we can estimate the ground state energy (and the size
of) a Hydrogen atom very well from the uncertainty principle.

The next step in building up Quantum Mechanics is to determine how a wave function develops with
time — particularly useful if a potential is applied. The differential equation which wave functions
must satisfy is called the Schrodinger Equation.

1.5 Operators

The Schrodinger equation comes directly out of our understanding of wave packets. To get from
wave packets to a differential equation, we use the new concept of (linear) operators (See section 6).
We determine the momentum and energy operators by requiring that, when an operator for some
variable v acts on our simple wavefunction, we get v times the same wave function.

B
(op) — 2 7
Pa 1 0x
pneiEa-eo/m _ 10 LiGa-pom _, iGe-Eo/m
r 1 Ox
)
Elop) — jr—
ot

E(op) i(F-E—Et)/h _ ihaﬁei(ﬁ.ﬁm)/h _ BoilFi—Et)/n
t

1.6 Expectation Values

We can use operators to help us compute the expectation value (See section 6.3) of a physical
variable. If a particle is in the state ¢ (z), the normal way to compute the expectation value of f(z)

() = / 2)de = / O (@) f (@) d.

— 00
If the variable we wish to compute the expectation value of (like p) is not a simple function of x, let

its operator act on ()
/ V@ P ) da

We have a shorthand notation for the expectation value of a variable v in the state ¥ which is quite
useful.

(Wlolp) = / W (2)0P) () d.

We extend the notation from just expectation values to

(lo]g) = /w Yoo () da
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and

ww5/¢wwmm

We use this shorthand Dirac Bra-Ket notation a great deal.

1.7 Commutators

Operators (or variables in quantum mechanics) do not necessarily commute. We can compute the
commutator (See section 6.5) of two variables, for example

h
[p, 2] pr—:vpzz.

Later we will learn to derive the uncertainty relation for two variables from their commutator. We
will also use commutators to solve several important problems.

1.8 The Schrodinger Equation

Wave functions must satisfy the Schrodinger Equation (See section 7) which is actually a wave
equation.

2 -
(i 1) + V@ 1) = in 2

We will use it to solve many problems in this course. In terms of operators, this can be written as
Hy(Z,t) = Ep(Z,1)

where (dropping the (op) label) H = % + V(&) is the Hamiltonian operator. So the Schrédinger
Equation is, in some sense, simply the statement (in operators) that the kinetic energy plus the
potential energy equals the total energy.

1.9 Eigenfunctions, Eigenvalues and Vector Spaces

For any given physical problem, the Schrodinger equation solutions which separate (See section 7.4)

(between time and space), ¥ (z,t) = u(z)T(t), are an extremely important set. If we assume the

equation separates, we get the two equations (in one dimension for simplicity)

oT(t)
ot

ih = ET(t)

The second equation is called the time independent Schrédinger equation. For bound states, there
are only solutions to that equation for some quantized set of energies

Hu;(z) = Fiu;(x).

For states which are not bound, a continuous range of energies is allowed.
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The time independent Schrodinger equation is an example of an eigenvalue equation (See section
8.1).

Hipi(%) = By (%)
If we operate on v; with H, we get back the same function 1; times some constant. In this case
1p; would be called and Eigenfunction, and E; would be called an Eigenvalue. There are usually an
infinite number of solutions, indicated by the index i here.

Operators for physical variables must have real eigenvalues. They are called Hermitian operators
(See section 8.3). We can show that the eigenfunctions of Hermitian operators are orthogonal (and
can be normalized).

(Yilh;) = 04
(In the case of eigenfunctions with the same eigenvalue, called degenerate eigenfunctions, we can
must choose linear combinations which are orthogonal to each other.) We will assume that the
eigenfunctions also form a complete set so that any wavefunction can be expanded in them,

P(T) = Z ;i (%)
i
where the a; are coefficients which can be easily computed (due to orthonormality) by

a; = (i 9).

So now we have another way to represent a state (in addition to position space and momentum space).
We can represent a state by giving the coefficients in sum above. (Note that i, (z) = etpr—Et)/h ig
just an eigenfunction of the momentum operator and ¢, (p) = e~ pr=Et)/N 5 just an eigenfunction
of the position operator (in p-space) so they also represent and expansion of the state in terms of
eigenfunctions.)

Since the v; form an orthonormal, complete set, they can be thought of as the unit vectors of a
vector space (See section 8.4). The arbitrary wavefunction ¢ would then be a vector in that space
and could be represented by its coeflicients.

o51
Q2
a3

¢ =

The bra-ket {¢|¢;) can be thought of as a dot product between the arbitrary vector ¢ and one of
the unit vectors. We can use the expansion in terms of energy eigenstates to compute many things.
In particular, since the time development of the energy eigenstates is very simple,

V(1) = Y(@e
we can use these eigenstates to follow the time development of an arbitrary state ¢

ape~tEit/h

a e—iEzt/ﬁ
¢(t) = 2671-E3t/ﬁ

a3

simply by computing the coefficients a; at ¢ = 0.

We can define the Hermitian conjugate (See section 8.2) OT of the operator O by
(¥IOlY) = (¥|0Y) = (OT¢[y).
Hermitian operators H have the property that Hf = H.
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1.10 A Particle in a Box

As a concrete illustration of these ideas, we study the particle in a box (See section 8.5) (in one
dimension). This is just a particle (of mass m) which is free to move inside the walls of a box
0 < z < a, but which cannot penetrate the walls. We represent that by a potential which is zero
inside the box and infinite outside. We solve the Schrodinger equation inside the box and realize
that the probability for the particle to be outside the box, and hence the wavefunction there, must
be zero. Since there is no potential inside, the Schrodinger equation is

h? dPu,(z)

Huy,(x) = S d? = Eun(x)

where we have anticipated that there will be many solutions indexed by n. We know four (only 2
linearly independent) functions which have a second derivative which is a constant times the same
function: u(z) = e u(x) = e~**, u(x) = sin(kx), and u(x) = cos(kz). The wave function must
be continuous though, so we require the boundary conditions

u(0) = u(a) = 0.

The sine function is always zero at x = 0 and none of the others are. To make the sine function zero
at * = a we need ka = nw or k = “*. So the energy eigenfunctions are given by

up(x) = C'sin (nf:x)

nﬂm)
a

where we allow the overall constant C' because it satisfies the differential equation. Plugging sin (
back into the Schrédinger equation, we find that

n2n2h?

n=— a5 -
2ma?

Only quantized energies are allowed when we solve this bound state problem. We have one
remaining task. The eigenstates should be normalized to represent one particle.

a

(Uplup) = /O* sin (naﬂ) C'sin (?) do — |C|2g

0

So the wave function will be normalized if we choose C = \/g .

o) = g (57)

We can always multiply by any complex number of magnitude 1, but, it doesn’t change the physics.
This example shows many of the features we will see for other bound state problems. The one
difference is that, because of an infinite change in the potential at the walls of the box, we did not
need to keep the first derivative of the wavefunction continuous. In all other problems, we will have
to pay more attention to this.

1.11 Piecewise Constant Potentials in One Dimension

We now study the physics of several simple potentials in one dimension. First a series of
piecewise constant potentials (See section 9.1.1). for which the Schrodinger equation is
—h? d*u(x)
2m  dx?

+ Vu(z) = Bu(z)



23

or
d*u(x) 2m
d$2 h2

and the general solution, for £ > V', can be written as either

(E=V)u(xz) =0

u(zx) = Ae'*® 4 Be kT

or
u(z) = Asin(kx) + B cos(kx)

, with & = 4/ W We will also need solutions for the classically forbidden regions where the

total energy is less than the potential energy, £ < V.

u(x) = Ae™ + Be™ ™"

with Kk = 4/ W (Both k and & are positive real numbers.) The 1D scattering problems are

often analogous to problems where light is reflected or transmitted when it at the surface of glass.

First, we calculate the probability the a particle of energy E is reflected by a potential step (See

2
section 9.1.2) of height Vo: Pr = (g;j\/ﬁ ﬂ’) . We also use this example to understand the
— Vo

probability current j = 21ﬁm[ *% - %u].
Second we investigate the square potential well (See section 9.1.3) square potential well (V(z) = =V}

for —a < © < a and V(z) = 0 elsewhere), for the case where the particle is not bound E > 0.
Assuming a beam of particles incident from the left, we need to match solutions in the three regions
at the boundaries at * = +a. After some difficult arithmetic, the probabilities to be transmitted
or reflected are computed. It is found that the probability to be transmitted goes to 1 for some
particular energies.

n2m2h?

8ma?

This type of behavior is exhibited by electrons scattering from atoms. At some energies the scattering
probability goes to zero.

E=-Vy+

Third we study the square potential barrier (See section 9.1.5) (V(z) = +Vp for —a < 2 < a and
V(x) = 0 elsewhere), for the case in which E < V}. Classically the probability to be transmitted
would be zero since the particle is energetically excluded from being inside the barrier. The Quantum
calculation gives the probability to be transmitted through the barrier to be

TP = (2kk)? 4kk

_ N 26—4;'1(1
(k2 + k2)2sinh? (2ka) + (2kk)? (k2 + 112)

2mE 2m(Vo—E)

hZ Rz
be transmitted decreases as the barrier get higher or wider. Nevertheless, barrier penetration is an
important quantum phenomenon.

where k = and Kk = Study of this expression shows that the probability to

We also study the square well for the bound state (See section 9.1.4) case in which E < 0. Here
we need to solve a transcendental equation to determine the bound state energies. The number of
bound states increases with the depth and the width of the well but there is always at least one
bound state.
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1.12 The Harmonic Oscillator in One Dimension

Next we solve for the energy eigenstates of the harmonic oscillator (See section 9.2) potential

V(z) = %kw2 = %mwQ:CQ, where we have eliminated the spring constant k by using the classical

oscillator frequency w = 4/ % The energy eigenvalues are

1
E, = (n—i— 5) hw.

The energy eigenstates turn out to be a polynomial (in ) of degree n times e~mwr”/h G the ground
state, properly normalized, is just

1
uo(x) = (mw) emmwa’/h

h

We will later return the harmonic oscillator to solve the problem by operator methods.

1.13 Delta Function Potentials in One Dimension

The delta function potential (See section 9.3) is a very useful one to make simple models of molecules
and solids. First we solve the problem with one attractive delta function V(z) = —aVpd(z). Since
the bound state has negative energy, the solutions that are normalizable are Ce"* for z < 0 and
Ce " for x > 0. Making u(x) continuous and its first derivative have a discontinuity computed
from the Schrodinger equation at x = 0, gives us exactly one bound state with

mCLQ‘/OQ

2h2

Next we use two delta functions to model a molecule (See section 9.4), V(z) = —aVod(z + d) —
aVpd(x — d). Solving this problem by matching wave functions at the boundaries at +d, we find
again transcendental equations for two bound state energies. The ground state energy is more
negative than that for one delta function, indicating that the molecule would be bound. A look at
the wavefunction shows that the 2 delta function state can lower the kinetic energy compared to the
state for one delta function, by reducing the curvature of the wavefunction. The excited state has
more curvature than the atomic state so we would not expect molecular binding in that state.

Our final 1D potential, is a model of a solid (See section 9.5).

V(z) =—-aV} Z 0(x — na)

n=—oo

This has a infinite, periodic array of delta functions, so this might be applicable to a crystal. The
solution to this is a bit tricky but it comes down to

cos(¢) = cos(ka) + 27;;262/0 sin(ka).

Since the right hand side of the equation can be bigger than 1.0 (or less than -1), there are regions

of £ = % which do not have solutions. There are also bands of energies with solutions. These

energy bands are seen in crystals (like Si).
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1.14 Harmonic Oscillator Solution with Operators

We can solve the harmonic oscillator problem using operator methods (See section 10). We write
the Hamiltonian in terms of the operator

A—( %x—ki P )
S A\V 2n V2mhw

=2 L patay b
Ty TRt Tw 2

We compute the commutators

(4, A1 = ([, + [pya]) = 1

[H,A] = hw|ATA, A] = hw[AT, AJA = —hwA
[H, A"] = hw[AT A, AT] = hwAT[A, AT] = hwAl

If we apply the the commutator [H, A] to the eigenfunction u,, we get [H, AJu, = —hiwAu, which
rearranges to the eigenvalue equation

H(Au,) = (En — hw)(Auy).

This says that (Au,,) is an eigenfunction of H with eigenvalue (F,, — hw) so it lowers the energy
by hw. Since the energy must be positive for this Hamiltonian, the lowering must stop somewhere,
at the ground state, where we will have

AUO = 0.

This allows us to compute the ground state energy like this

1 1
HUO = TLW(ATA + 5)’&0 = 571&)’[,&0

showing that the ground state energy is %ﬁw. Similarly, AT raises the energy by hw. We can
travel up and down the energy ladder using AT and A, always in steps of hw. The energy eigenvalues

are therefore )
E, = (n + 5) hw.

Aun = \/ﬁunfl

A little more computation shows that

and that
Afu, =vn + 1tUpy1-

These formulas are useful for all kinds of computations within the important harmonic oscillator
system. Both p and x can be written in terms of A and Af.

h
=1/ —(A+ At
. 2mw( +47)

p =iy T2 (4 - AT)
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1.15 More Fun with Operators

We find the time development operator (See section 11.5) by solving the equation th?w = Hq.

Y(t) = e My(t = 0)
This implies that e~ “#*/" is the time development operator. In some cases we can calculate the
actual operator from the power series for the exponential.

o iH/ _ i (—iHt/h)"

n!
n=0

We have been working in what is called the Schrodinger picture in which the wavefunctions (or
states) develop with time. There is the alternate Heisenberg picture (See section 11.6) in which the
operators develop with time while the states do not change. For example, if we wish to compute the
expectation value of the operator B as a function of time in the usual Schrédinger picture, we get

(W(@)Bl(1)) = (e /Mp(0)| Ble™ M (0)) = ((0)|e /" Be 1M |4(0)).

In the Heisenberg picture the operator B(t) = e!Ht/" Be=tHt/h,

We use operator methods to compute the uncertainty relationship between non-commuting variables
(See section 11.3)

(AA)(AB) = (A, B])

wl~

which gives the result we deduced from wave packets for p and z.

Again we use operator methods to calculate the time derivative of an expectation value (See section
11.4).

S 1AY=L (IH, Al + <‘ V>

St |

(Most operators we use don’t have explicit time dependence so the second term is usually zero.)
This again shows the importance of the Hamiltonian operator for time development. We can use
this to show that in Quantum mechanics the expectation values for p and z behave as we would
expect from Newtonian mechanics (Ehrenfest Theorem).

d(x) i, P p
) = ) = () = ()

A s = 5 (v 2 ) = - (2

Any operator A that commutes with the Hamiltonian has a time independent expectation value.
The energy eigenfunctions can also be (simultaneous) eigenfunctions of the commuting operator A.
It is usually a symmetry of the H that leads to a commuting operator and hence an additional
constant of the motion.

>t



27

1.16 Two Particles in 3 Dimensions

So far we have been working with states of just one particle in one dimension. The extension to two
different particles and to three dimensions (See section 12) is straightforward. The coordinates and
momenta of different particles and of the additional dimensions commute with each other as we
might expect from classical physics. The only things that don’t commute are a coordinate with its

momentum, for example,

h

Pz 2] = 7
while
[P0y T2)] = [P(2)2> Y(2)] = 0.

We may write states for two particles which are uncorrelated, like ug(Z(1))us(%(2)), or we may write
states in which the particles are correlated. The Hamiltonian for two particles in 3 dimensions simply
becomes

—n? 92 o2 92 —h? o2 92 92
H= + + + + + +V(Zay, Z2))
2my1) 8:10%1) 8y(21) 82(21) 2my) (95[:%2) By(22) 62(22)

—h? —h?
Vi +

H

Vi + V(@) )

o 2m(1) 2m(2)

If two particles interact with each other, with no external potential,

H= o _h2v2 V(Zqy — &
" 2mgy 0 om0 T (Fa) — T(2))
the Hamiltonian has a translational symmetry, and remains invariant under the translation ¥ —
Z+ d. We can show that this translational symmetry implies conservation of total momentum.
Similarly, we will show that rotational symmetry implies conservation of angular momentum, and
that time symmetry implies conservation of energy.

For two particles interacting through a potential that depends only on difference on the coordinates,

P
= T TV =)

we can make the usual transformation to the center of mass (See section 12.3) made in classical
mechanics
r= 7?1 — 7?2
5 MaT 4 moth
p=ttree

mi + mo
and reduce the problem to the CM moving like a free particle

M =mq1 +mso
K2,
H=_—V3
2M R
plus one potential problem in 3 dimensions with the usual reduced mass.
1 1 1

1% mia mo
h? =,
H=-— V(7

2,LLVT+ (T)

So we are now left with a 3D problem to solve (3 variables instead of 6).
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1.17 Identical Particles

Identical particles present us with another symmetry in nature. Electrons, for example, are indis-
tinguishable from each other so we must have a symmetry of the Hamiltonian under interchange
(See section 12.4) of any pair of electrons. Lets call the operator that interchanges electron-1 and
electron-2 Pis.

[H,P12] =0

So we can make our energy eigenstates also eigenstates of Pja. Its easy to see (by operating on
an eigenstate twice with Pj2), that the possible eigenvalues are £1. It is a law of physics that
spin % particles called fermions (like electrons) always are antisymmetric under interchange,
while particles with integer spin called bosons (like photons) always are symmetric under
interchange. Antisymmetry under interchange leads to the Pauli exclusion principle that no two
electrons (for example) can be in the same state.

1.18 Some 3D Problems Separable in Cartesian Coordinates

We begin our study of Quantum Mechanics in 3 dimensions with a few simple cases of problems that
can be separated in Cartesian coordinates (See section 13). This is possible when the Hamiltonian
can be written

H=H,+H,+H..

One nice example of separation of variable in Cartesian coordinates is the 3D harmonic oscillator

which has energies which depend on three quantum numbers.
3
Enongn, = | ne +ny + 10, + 3 hw

It really behaves like 3 independent one dimensional harmonic oscillators.

Another problem that separates is the particle in a 3D box. Again, energies depend on three
quantum numbers

2h?
for a cubic box of side L. We investigate the effect of the Pauli exclusion principle by filling our 3D
box with identical fermions which must all be in different states. We can use this to model White
Dwarfs or Neutron Stars.

In classical physics, it takes three coordinates to give the location of a particle in 3D. In quantum
mechanics, we are finding that it takes three quantum numbers to label and energy eigenstate
(not including spin).
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1.19 Angular Momentum

For the common problem of central potentials (See section 14.1) V(r), we use the obvious rotational
symmetry to find that the angular momentum, L = & X p, operators commute with H,

[H,L,)=[H,L;]=[H,L,]=0
but they do not commute with each other.

We want to find two mutually commuting operators which commute with H, so we turn to
L? = L7 + L7 + L? which does commute with each component of L.

(L3, L.]=0

We chose our two operators to be L? and L.

Some computation reveals that we can write
1 . PR
p? = T—Z(L2+(T-]5')2—zhr-p).

With this the kinetic energy part of our equation will only have derivatives in r assuming that we
have eigenstates of L2.

“R 1 oNT 10 L
2u |2\ Or ror 22

The Schrodinger equation thus separates into an angular part (the L? term) and a radial part
(the rest). With this separation we expect (anticipating the angular solution a bit)

up () = Rpe(r)Yem (0, )
will be a solution. The Yy, (6, ¢) will be eigenfunctions of L?
LGm(ev ¢) = K(é + 1)52}/lm(97 ¢)

ug(F) + V(r)ug(F) = Eug(7)

so the radial equation becomes

—h? l1 ( a)2+1g_£(£+1)

REg(T') + V(T‘)REZ(T) = EREg(T‘)

2u |r? "or ror r?

We must come back to this equation for each V(r) which we want to solve.

We solve the angular part of the problem in general using angular momentum operators. We
find that angular momentum is quantized.

LYy (0, ¢) = £(€ + )R Yo (6, )

with ¢ and m integers satisfying the condition —¢ < m < ¢. The operators that raise and lower
the z component of angular momentum are

Li=L,+iL,
LYo = h/O(0+ 1) —m(m £ 1) Y1)

We derive the functional form of the Spherical Harmonics Y, (6, ¢) using the differential form
of the angular momentum operators.
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1.20 Solutions to the Radial Equation for Constant Potentials

Solutions to the radial equation (See section 15.1) in a constant potential are important since they
are the solutions for large r in potentials of limitted range. They are therefore used in scattering
problems as the incoming and outgoing states. The solutions are the spherical Bessel and spherical
Neumann functions (See section 15.3).

‘s sin(p — &
o) = (o)t (5) e, e = F)

pdp p p
1d écosp —cos(p— )
4 2
ne(p) =—(=p)" | =7 -
(®) (=) (pdp) p p

where p = kr. The linear combination of these which falls off properly at large r is called the Hankel
function of the first type.

0 . ) .

. . 1d sinp —tcosp b o im

WY (p) = jelp) + ine(p) = —pé(——> =F T
) = dile) +imlp) = (=) (57 - ;

We use these solutions to do a partial wave analysis of scattering, solve for bound states of a
spherical potential well, solve for bound states of an infinite spherical well (a spherical “box”),
and solve for scattering from a spherical potential well.

1.21 Hydrogen

The Hydrogen (Coulomb potential) radial equation (See section 16) is solved by finding the behavior
at large r, then finding the behavior at small r, then using a power series solution to get

R(p) = p" > arpte
k=0

—8ukE
h2
us our energy eigenvalue condition.

with p = r. To keep the wavefunction normalizable the power series must terminate, giving
Z2a®mc?
E,=———
2n2
Here n is called the principle quantum number and it is given by
n=n,+¢+1

where n,. is the number of nodes in the radial wavefunction. It is an odd feature of Hydrogen that
a radial excitation and an angular excitation have the same energy.

So a Hydrogen energy eigenstate ¥,m (Z) = Rne(r)Yem (0, ¢) is described by three integer quantum
numbers with the requirements that n > 1, ¢ < n and also an integer, and —! < m < ¢. The ground
state of Hydrogen is 1199 and has energy of -13.6 eV. We compute several of the lowest energy
eigenstates.

The diagram below shows the lowest energy bound states of Hydrogen and their typical decays.
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1.22 Solution of the 3D HO Problem in Spherical Coordinates

As and example of another problem with spherical symmetry, we solve the 3D symmetric harmonic
oscillator (See section 17) problem. We have already solved this problem in Cartesian coordinates.
Now we use spherical coordinates and angular momentum eigenfunctions.

The eigen-energies are

E = <2nr—|—€—|—g>ﬁw

where n, is the number of nodes in the radial wave function and /£ is the total angular momentum
quantum number. This gives exactly the same set of eigen-energies as we got in the Cartesian
solution but the eigenstates are now states of definite total angular momentum and z component of
angular momentum.

1.23 Matrix Representation of Operators and States

We may define the components of a state vector v as the projections of the state on a complete,
orthonormal set of states, like the eigenfunctions of a Hermitian operator.

Yi = (uily)
|1/)> = Z‘/’z|uz>
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Similarly, we may define the matrix element of an operator in terms of a pair of those orthonormal
basis states

With these definitions, Quantum Mechanics problems can be solved using the matrix representation
operators and states. (See section 18.1). An operator acting on a state is a matrix times a vector.

(01/1)1 011 012 Olj 1#1
(01/1)2 021 022 Ogj 1/)2
(Ov); On O ... Oy .. V;

The product of operators is the product of matrices. Operators which don’t commute are represented
by matrices that don’t commute.

1.24 A Study of / =1 Operators and Eigenfunctions

The set of states with the same total angular momentum and the angular momentum operators
which act on them are often represented by vectors and matrices. For example the different m
states for £ = 1 will be represented by a 3 component vector and the angular momentum operators
(See section 18.2) represented by 3X3 matrices. There are both practical and theoretical reasons
why this set of states is separated from the states with different total angular momentum quantum
numbers. The states are often (nearly) degenerate and therefore should be treated as a group for
practical reasons. Also, a rotation of the coordinate axes will not change the total angular momentum
quantum number so the rotation operator works within this group of states.

We write our 3 component vectors as follows.

Yy
Y=\ o
W
The matrices representing the angular momentum operators for £ =1 are as follows.
A 010 A 0o 1 0 1 0 0
Lyy=—(1 0 1 Ly=—1-1 0 1 L.=R{0 0 0
V2 010 V2i 0 -1 0 0 0 -1

The same matrices also represent spin 1, s = 1, but of course would act on a different vector space.

The rotation operators (See section 18.6) (symmetry operators) are given by
R.(0,) = i0=L=/" Ry(0,) = ef=La/h R,(6,) = iy Ly/h

for the differential form or the matrix form of the operators. For ¢ = 1 these are 3X3 (unitary)
matrices. We use them when we need to redefine the direction of our coordinate axes. Rotations of
the angular momentum states are not the same as rotations of vectors in 3 space. The components
of the vectors represent different quantities and hence transform quite differently. The “vectors” we
are using for angular momentum actually should be called spinors when we refer to their properties
under rotations and Lorentz boosts.
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1.25 Spin 1/2 and other 2 State Systems

The angular momentum algebra defined by the commutation relations between the operators requires
that the total angular momentum quantum number must either be an integer or a half integer.
The half integer possibility was not useful for orbital angular momentum because there was no
corresponding (single valued) spherical harmonic function to represent the amplitude for a particle
to be at some position.

The half integer possibility is used to represent the internal angular momentum of some particles.
The simplest and most important case is spin one-half (See section 18.8).  There are just two

possible states with different z components of spin: spin up (é), with z component of angular

(1)>, with —%. The corresponding spin operators are

h(0 1 h(o —i A1 0
51_5(1 0) Sy_i(i 0) 52_5(0 —1)

These satisfy the usual commutation relations from which we derived the properties of angular
momentum operators.

momentum —|—%, and spin down <

It is common to define the Pauli Matrices, ¢;, which have the following properties.

S, = gai.
S = g&
() - () 000
1 0 Y i 0 0 -1
[0i,0] = 2i€;10k
01-2 = 1
Og0y + 0yOy = 0,0, +0,0, = 0,04+ 0,0, =0
{04,0;} = 26;

The last two lines state that the Pauli matrices anti-commute. The ¢ matrices are the Hermitian,
Traceless matrices of dimension 2. Any 2 by 2 matrix can be written as a linear combination of
the o matrices and the identity.

1.26 Quantum Mechanics in an Electromagnetic Field

The classical Hamiltonian for a particle in an Electromagnetic field is

1 e 2
e (54 CA) o
2m c
where e is defined to be a positive number. This Hamiltonian gives the correct Lorentz force law.
Note that the momentum operator will now include momentum in the field, not just the particle’s
momentum. As this Hamiltonian is written, p is the variable conjugate to 7 and is related to the

velocity by p'=mv — £A.
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In Quantum Mechanics, the momentum operator is replaced (See section 20) in the same way to
include the effects of magnetic fields and eventually radiation.

o L, €2
pP—op+-A
c
Starting from the above Hamiltonian, we derive the Hamiltonian for a particle in a constant

magnetic field.

62

8mc?

—5K2

2m

Vit 5B Lp+ = (2B = (7 B)?) v = (B +eg)y

This has the familiar effect of a magnetic moment parallel to the angular momentum vector, plus
some additional terms which are very small for atoms in fields realizable in the laboratory.

So, for atoms, the dominant additional term is

Hpy=-"B-L=—ji-B,
2me
2720

where [i = — L. This is, effectively, the magnetic moment due to the electron’s orbital angular

momentum.

The other terms can be important if a state is spread over a region much larger than an atom. We
work the example of a plasma in a constant magnetic field. A charged particle in the plasma
has the following energy spectrum

Bh 1 h2k2?
E,=° (n+—>+

MeC 2 2me

which depends on 2 quantum numbers. hk is the conserved momentum along the field direction
which can take on any value. n is an integer dealing with the state in x and y. This problem can be
simplified using a few different symmetry operators. We work it two different ways: in one it reduces
to the radial equation for the Hydrogen atom; in the other it reduces to the Harmonic Oscillator
equation, showing that these two problems we can solve are somehow equivalent.

1.27 Local Phase Symmetry in Quantum Mechanics and the Gauge Sym-
metry

There is a symmetry in physics which we might call the Local Phase Symmetry in quantum
mechanics. In this symmetry we change the phase of the (electron) wavefunction by a different
amount everywhere in spacetime. To compensate for this change, we need to also make a gauge
transformation (See section 20.3) of the electromagnetic potentials. They all must go together like
this.

'@[J(Fat) — e_i%f(?,t)d]
A o AVt

LOf(7,1)
¢ - ¢+E ot

7 t)

The local phase symmetry requires that Electromagnetism exist and have a gauge symmetry so that
we can keep the Schrodinger Equation invariant under this phase transformation.
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We exploit the gauge symmetry in EM to show that, in field free regions, the function f can be
simply equal to a line integral of the vector potential (if we pick the right gauge).

f(7) = /dF- A

To

We use this to show that the magnetic flux enclosed by a superconductor is quantized.

We also show that magnetic fields can be used to change interference effects in quantum mechan-
ics. The Aharanov B6hm Effect brings us back to the two slit diffraction experiment but adds
magnetic fields.

electron
gun

screen

The electron beams travel through two slits in field free regions but we have the ability to vary a
magnetic field enclosed by the path of the electrons. At the screen, the amplitudes from the two
slits interfere 1) = 1)1 + ¥9. Let’s start with B = 0 and A = 0 everywhere. When we change the B
field, the wavefunctions must change.

d)l — 1/)16
77Z)2 — 1/)26

—iys [drA
2

v o= (e E )

The relative phase from the two slits depends on the flux between the slits. By varying the B field,
we will shift the diffraction pattern even though B = 0 along the whole path of the electrons.
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1.28 Addition of Angular Momentum

It is often required to add angular momentum from two (or more) sources (See section 21) together
to get states of definite total angular momentum. For example, in the absence of external fields,
the energy eigenstates of Hydrogen (including all the fine structure effects) are also eigenstates
of total angular momentum. This almost has to be true if there is spherical symmetry to the
problem.

As an example, lets assume we are adding the orbital angular momentum from two electrons, Ly and
L5 to get a total angular momentum J. We will show that the total angular momentum quantum
number takes on every value in the range

|01 — o] < j <Ly + L.

We can understand this qualitatively in the vector model pictured below. We are adding two
quantum vectors.

4>

The length of the resulting vector is somewhere between the difference of their magnitudes and the
sum of their magnitudes, since we don’t know which direction the vectors are pointing.

The states of definite total angular momentum with quantum numbers j and m, can be written in
terms of products of the individual states (like electron 1 is in this state AND electron 2 is in
that state). The general expansion is called the Clebsch-Gordan series:

Vim = Z (lrmaloma|jmlila)Ye, m, Yegm.,

myims2

or in terms of the ket vectors

|]m€1€2> = Z <€1m1€2m2|jm€1€2>|€1m1€2m2>

mimsa
The Clebsch-Gordan coefficients are tabulated although we will compute many of them ourselves.
When combining states of identical particles, the highest total angular momentum state,

5 = s1+ s2, will always be symmetric under interchange. The symmetry under interchange will
alternate as j is reduced.
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The total number of states is always preserved. For example if I add two £ = 2 states together, I
get total angular momentum states with 7 = 0,1,2,3 and 4. There are 25 product states since each
¢ = 2 state has 5 different possible ms. Check that against the sum of the number of states we have
just listed.

OR5=95PT4PdsP34P1s

where the numbers are the number of states in the multiplet.

We will use addition of angular momentum to:

° édd the orbital angular momentum to the spin angular momentum for an electron in an atom
J=L+S,

e Add the orbital angular momenta together for two electrons in an atom L= Ll + fg;

e Add the spins of two particles together S=9 + S};

e Add the nuclear spin to the total atomic angular momentum F=J+ f,

e Add the total angular momenta of two electrons together J = fl + fg;

e Add the total orbital angular momentum to the total spin angular momentum for a collection
of electrons in an atom J = L + S’

e Write the product of spherical harmonics in terms of a sum of spherical harmonics.

1.29 Time Independent Perturbation Theory

Assume we have already solved and an energy eigenvalue problem and now need to include an
additional term in the Hamiltonian. We can use time independent perturbation theory (See section
22) to calculate corrections to the energy eigenvalues and eigenstates. If the Schrodinger equation
for the full problem is

(HO + Hl)wn = nwn

and we have already solved the eigenvalue problem for Hy, we may use a perturbation series, to
expand both our energy eigenvalues and eigenstates in powers of the small perturbation.

E,=EY + BV + EP +

k#n
Cnk = cillk) + 0(2) + ...

where the superscript (0), (1), (2) are the zeroth, first, and second order terms in the series. N is
there to keep the wave function normalized but will not play an important role in our results.

By solving the Schrodinger equation at each order of the perturbation series, we compute the
corrections to the energies and eigenfunctions. (see section 22.4.1) We just give the first
few terms above.

EY = (gu| Hiln)
C(l) (¢k\H1\¢n>
nk En —E{ (0)

(2) _ ¢ H ¢7n
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A problem arises in the case of degenerate states or nearly degenerate states. The energy denom-
inator in the last equation above is small and the series does not converge. To handle this case, we
need to rediagonalize the full Hamiltonian in the subspace of nearly degenerate states.

> (6D |H|¢ )0 = Ena;.

iEN

This is just the standard eigenvalue problem for the full Hamiltonian in the subspace of (nearly)
degenerate states.

We will use time independent perturbation theory is used to compute fine structure and hyperfine
corrections to Hydrogen energies, as well as for many other calculations. Degenerate state pertur-
bation theory will be used for the Stark Effect and for hyperfine splitting in Hydrogen.

1.30 The Fine Structure of Hydrogen

We have solved the problem of a non-relativistic, spinless electron in a coulomb potential exactly.
Real Hydrogen atoms have several small corrections to this simple solution. If we say that electron
spin is a relativistic effect, they can all be called relativistic corrections which are off order a?
compared to the Hydrogen energies we have calculated.

1. The relativistic correction to the electron’s kinetic energy.
2. The Spin-Orbit correction.

3. The “Darwin Term” correction to s states from Dirac equation.

Calculating these fine structure effects (See section 23) separately and summing them we find that
we get a nice cancellation yielding a simple formula.

O? in
Enlm = E(O) + -~ 3 —
" 2mc? j+ %

The correction depends only on the total angular quantum number and does not depend on £ so the
states of different total angular momentum split in energy but there is still a good deal of degeneracy.
It makes sense, for a problem with spherical symmetry, that the states of definite total
angular momentum are the energy eigenstates and that the result depend on j.

We also compute the Zeeman effect in which an external magnetic field is applied to Hydrogen.
The external field is very important since it breaks the spherical symmetry and splits degenerate
states allowing us to understand Hydrogen through spectroscopy.

The correction due to a weak magnetic field is found to be

ehB 1
Ynej > 2mch< 2£+1)

The factor (1 + ﬁ) is known as the Lande g Factor because the state splits as if it had this

gyromagnetic ratio. We know that it is in fact a combination of the orbital and spin g factors in

eB
— (L, + 28,
2mc( + )

AFE = <U)nljmj
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a state of definite j. We have assumed that the effect of the field is small compared to the fine
structure corrections. We can write the full energy in a weak magnetic field.

1 5 5/1 a? 1 3
Enjmjfs = _504 mc (ﬁ + F E - ﬂ + gLMBij

Thus, in a weak field, the the degeneracy is completely broken for the states v, ;. All
the states can be detected spectroscopically.

In the strong field limit we could use states of definite m, and m, and calculate the effects of the fine
structure, H; + Hs, as a perturbation. In an intermediate strength field, on the order of 500 Gauss,
the combination of the Hydrogen fine structure Hamiltonian and the term to the B field must be
diagonalized on the set of states with the same principal quantum number 7.

1.31 Hyperfine Structure

The interaction between the spin of the nucleus and the angular momentum of the
electron causes a further (hyperfine) splitting (See section 24) of atomic states. It is called hyperfine
because it is also order o like the fine structure corrections, but it is smaller by a factor of about

Z; because of the mass dependence of the spin magnetic moment for particles.

The magnetic moment of the nucleus is

L Zeng
HN = S0

where I is the nuclear spin vector. Because the nucleus, the proton, and the neutron have internal
structure, the nuclear gyromagnetic ratio is not just 2. For the proton, it is g, ~ 5.56.

We computed the hyperfine contribution to the Hamiltonian for £ = 0 states.

ez 3\ 4 4 M 9 15T

Now, just as in the case of the L-S , spin-orbit interaction, we will define the total angular momentum
F=5+T.

It is in the states of definite f and m¢ that the hyperfine perturbation will be diagonal. In essence,
we are doing degenerate state perturbation theory. We could diagonalize the 4 by 4 matrix for the
perturbation to solve the problem or we can use what we know to pick the right states to start with.
Again like the spin orbit interaction, the total angular momentum states will be the right states
because we can write the perturbation in terms of quantum numbers of those states.

1 3 3
@0—52—ﬂ)=5#<ﬂf+1%—1—1)

a8 =320 (3= ) meyon s (741 - 3)
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For the hydrogen ground state we are just adding two spin % particles so the possible values are
f =0,1. The transition between the two states gives rise to EM waves with A = 21 cm.

We will work out the effect of an external B field on the Hydrogen hyperfine states both
in the strong field and in the weak field approximation. We also work the problem without a field
strength approximation. The always applicable intermediate field strength result is that the
four states have energies which depend on the strength of the B field. Two of the energy eigenstates
mix in a way that also depends on B. The four energies are

2

Ah
E = En00+—4 tupB
An? AR\
E = EnOO—Tj:\/<T> + (upB)*

1.32 The Helium Atom

The Hamiltonian for Helium (See section 25) has the same terms as Hydrogen but has a large
perturbation due to the repulsion between the two electrons.

2
H=‘t4+2 == = 4+ —
2m  2m 1 79 |1 — 7%
Note that the perturbation due to the repulsion between the two electrons is about the
same size as the the rest of the Hamiltonian so first order perturbation theory is unlikely to be
accurate.

The Helium ground state has two electrons in the 1s level. Since the spatial state is
symmetric, the spin part of the state must be antisymmetric so s = 0 (as it always is for closed shells).
For our zeroth order energy eigenstates, we will use product states of Hydrogen wavefunctions

U(Fl, F2) = d)nlflml (Fl)¢ngl2m2 (FQ)

and ignore the perturbation. The energy for two electrons in the (1s) state for Z = 2 is then
402mc?® = 108.8 eV.

We can estimate the ground state energy in first order perturbation theory, using the electron
repulsion term as a (very large) perturbation. This is not very accurate.

We can improve the estimate of the ground state energy using the variational principle. The main
problem with our estimate from perturbation theory is that we are not accounting for changes in
the wave function of the electrons due to screening. We can do this in some reasonable
approximation by reducing the charge of the nucleus in the wavefunction (not in the Hamiltonian).
With the parameter Z*, we get a better estimate of the energy.

Calculation Energy | Zytn
0" Order -108.8 2
1%t Order perturbation theory | -74.8 2
1%t Order Variational -77.38 2
Actual -78.975
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Note that the variational calculation still uses first order perturbation theory. It just adds a variable
parameter to the wavefunction which we use to minimize the energy. This only works for the ground
state and for other special states.

There is only one allowed (1s)? state and it is the ground state. For excited states, the spatial
states are (usually) different so they can be either symmetric or antisymmetric (under interchange
of the two electrons). It turns out that the antisymmetric state has the electrons further apart so
the repulsion is smaller and the energy is lower. If the spatial state is antisymmetric, then the spin
state is symmetric, s=1. So the triplet states are generally significantly lower in energy than the
corresponding spin singlet states. This appears to be a strong spin dependent interaction
but is actually just the effect of the repulsion between the electrons having a big effect
depending on the symmetry of the spatial state and hence on the symmetry of the spin state.

The first exited state has the hydrogenic state content of (1s)(2s) and has s=1. We calculated the
energy of this state.

We'll learn later that electromagnetic transitions which change spin are strongly suppressed

causing the spin triplet (orthohelium) and the spin singlet states (parahelium) to have nearly separate
decay chains.

1.33 Atomic Physics

The Hamiltonian for an atom with Z electrons and protons (See section 26) has many terms
representing the repulsion between each pair of electrons.

Z 2 2 2
D; Ze e
E — E —_ = E.
(2m Ti>+‘ “ |7; — 75| v ¥
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We have seen that the coulomb repulsion between electrons is a very large correction in Helium and
that the three body problem in quantum mechanics is only solved by approximation.

The physics of closed shells and angular momentum enable us to make sense of even the most
complex atoms. When we have enough electrons to fill a shell, say the 1s or 2p, The resulting
electron distribution is spherically symmetric because

20+1

> Yem (0.0)° = = —.

With all the states filled and the relative phases determined by the antisymmetry required by Pauli,
the quantum numbers of the closed shell are determined. There is only one possible state
representing a closed shell and the quantum numbers are

J=0

The closed shell screens the nuclear charge. Because of the screening, the potential no longer has
a pure % behavior. Electrons which are far away from the nucleus see less of the nuclear charge and
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shift up in energy. We see that the atomic shells fill up in the order 1s, 2s, 2p, 3s, 3p, 4s, 3d, 4p, 5s,
4d, 5p, 6s, 4f, 5d, 6p. The effect of screening increasing the energy of higher ¢ states is clear. Its no
wonder that the periodic table is not completely periodic.

A set of guidelines, known as Hund’s rules, help us determine the quantum numbers for the ground
states of atoms. The hydrogenic shells fill up giving well defined j = 0 states for the closed shells.
As we add valence electrons we follow Hund’s rules to determine the ground state. We get a great
simplification by treating nearly closed shells as a closed shell plus positively charged, spin % holes.
For example, if an atom is two electrons short of a closed shell, we treat it as a closed shell plus two
positive holes.)

1. Couple the valence electrons (or holes) to give maximum total spin.

2. Now choose the state of maximum ¢ (subject to the Pauli principle. The Pauli principle rather
than the rule, often determines everything here.)

3. If the shell is more than half full, pick the highest total angular momentum state j = £ + s
otherwise pick the lowest j = |¢ — s|.

1.34 Molecules

We can study simple molecules (See section 27) to understand the physical phenomena of molecules
in general. The simplest molecule we can work with is the HJ ion. It has two nuclei (A and
B) sharing one electron (1).

pg 62 62 62

2m  rma rmB Rap

R ap is the distance between the two nuclei. We calculate the ground state energy using the Hydrogen
states as a basis.

The lowest energy wavefunction can be thought of as a (anti)symmetric linear combination of an
electron in the ground state near nucleus A and the ground state near nucleus B

Vs (7 B) = Co(R) [a £ ¥

#G_TIA/GO is g.s. around nucleus A. 194 and 1p are not orthogonal; there is
0

where ¥4 =
overlap. The symmetric (bonding) state has a large probability for the electron to be
found between nuclei. The antisymmetric (antibonding) state has a small probability there, and
hence, a much larger energy. Remember, this symmetry is that of the wavefunction of one electron

around the two nuclei.

The H,; molecule is also simple and its energy can be computed with the help of the previous
calculation. The space symmetric state will be the ground state.
)

The molecule can vibrate in the potential created when the shared electron binds the atoms to-
gether, giving rise to a harmonic oscillator energy spectrum.

e2
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2
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Molecules can rotate like classical rigid bodies subject to the constraint that angular momentum is
quantized in units of A.

112 €(€ + 1)K? h? m o?mec?  m 1
Erot = =— = ~ —F~=x \%4
'ToT o  2Ma2 M 2 M 1000°

1.35 Time Dependent Perturbation Theory

We have used time independent perturbation theory to find the energy shifts of states and to find
the change in energy eigenstates in the presence of a small perturbation. We now consider the case
of a perturbation V that is time dependent. Such a perturbation can cause transitions
between energy eigenstates. We will calculate the rate of those transitions (See section 28).
We derive an equation for the rate of change of the amplitude to be in the n'" energy
eigenstate.

W Bcn ZVnk en(t i(En—ER)t/h

Assuming that at ¢ = 0 the quantum system starts out in some initial state ¢;, we derive the
amplitude to be in a final state ¢,.

t
1 -
cn(t) = 7 /e“"""t Vi (8 dt!
0

An important case of a time dependent potential is a pure sinusoidal oscillating (harmonic)
perturbation. We can make up any time dependence from a linear combination of sine
and cosine waves. With some calculation, we derive the transition rate in a harmonic potential of

frequency w.

dPn 27V 2
Fi n=— — El h
- I 5 — (B, + hw)

This contains a delta function of energy conservation. The delta function may seem strange. The
transition rate would be zero if energy is not conserved and infinite if energy is exactly conserved.
We can make sense of this if there is a distribution function of P(w) of the perturbing potential or if
there is a continuum of final states that we need to integrate over. In either case, the delta function
helps us do the integral simply.

1.36 Radiation in Atoms

The interaction of atoms with electromagnetic waves (See section 29) can be computed using time
dependent perturbation theory. The atomic problem is solved in the absence of EM waves, then the
vector potential terms in the Hamiltonian can be treated as a perturbation.

H:;n( + A) V().
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In a gauge in which VA= 0, the perturbation is

2
-1 A%
v me r 2mc?

For most atomic decays, the A? term can be neglected since it is much smaller than the A- P term.
Both the decay of excited atomic states with the emission of radiation and the excitation of atoms
with the absorption of radiation can be calculated.

An arbitrary EM field can be Fourier analyzed to give a sum of components of definite frequency.
Consider the vector potential for one such component, A(7,t) = 24, cos(k - 7 — wt). The energy in
the field is Energy = 525 V|Ao|?. If the field is quantized (as we will later show) with photons of
energy E' = hw, we may write field strength in terms of the number of photons N.

1
- 2mh 2N 3 .
A(F L) = [%} e2 cos(k - 7 — wt)
w
1
2 2 g —
AT t) = {M%N} : ¢ (ei(k-rtwt) _'_efi(ki‘fwt))
w

The direction of the field is given by the unit polarization vector €. The cosine term has been
split into positive and negative exponentials. In time dependent perturbation theory, the positive
exponential corresponds to the absorption of a photon and excitation of the atom and the negative
exponential corresponds to the emission of a photon and decay of the atom to a lower energy state.

Think of the EM field as a harmonic oscillator at each frequency, the negative exponential corre-
sponds to a raising operator for the field and the positive exponential to a lowering operator. In
analogy to the quantum 1D harmonic oscillator we replace vV N by /N + 1 in the raising operator
case.

1

. orhe2]? -

AFt = | T e (VNeiFm=wb 4 /N 1eitRm-wb
wV

With this change, which will later be justified with the quantization of the field, there is a pertur-
bation even with no applied field (N = 0)

1
. orhe212 o
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e
mc wV
which can cause decays of atomic states.

Plugging this N = 0 field into the first order time dependent perturbation equations, the decay rate
for an atomic state can be computed.

(27‘()2 2

| @ale ™ e plo0) | 6( B — B + hw)

Fiﬂn
The absolute square of the time integral from perturbation theory yields the delta function of energy
conservation.

To get the total decay rate, we must sum over the allowed final states. We can assume that the
atom remains at rest as a very good approximation, but, the final photon states must be carefully
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considered. Applying periodic boundary conditions in a cubic volume V', the integral over final
states can be done as indicated below.

koL = 2mn, dn, = %dkz
kyL = 2mn, dny, = %dky
k,L =2mn, dn, = Ldk
L3
d3n = CToE] Bk = (%)3 d3k

I‘tot = sz—nzd n

With this phase space integral done aided by the delta function, the general formula for the decay
rate is

—ik- T‘"()\
P =SB Z [ djionle AT

This decay rate still contains the integral over photon directions and a sum over final state polar-
ization.

Computation of the atomic matrix element is usually done in the Electric Dipole approximation
(See section 29.5)

e—zk-r ~1

which is valid if the wavelength of the photon is much larger than the size of the atom. With the
help of some commutation relations, the decay rate formula becomes

aw . -
Tior = D) - dQ'y|€' <¢n|7"|¢z>|2

The atomic matrix element of the vector operator 7 is zero unless certain constraints on the angu-
lar momentum of initial and final states are satisfied. The selection rules for electric dipole (E1)
transitions are:

Al =+1 Am =0,+1 As = 0.

This is the outcome of the Wigner-Eckart theorem which states that the matrix element of a vector
operator V¢, where the integer ¢ runs from -1 to +1, is given by

(o' j'm [V ajm) = (§'m'|j1mq)(/§'|[V]|ef)

Here « represents all the (other) quantum numbers of the state, not the angular momentum quantum
numbers. In the case of a simple spatial operator like 7, only the orbital angular momentum is
involved.

2 2
203 2\° 1 4aw 5
Taop1s = —5™(2)(4m) 4v6 <§> w| T3 = 53" 4v6 < > ag

We derive a simple result for the total decay rate of a state, summed over final photon polarization
and integrated over photon direction.

3
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This can be used to easily compute decay rates for Hydrogen, for example the 2p decay rate.

i (2 ]

3
daws,,
9¢?

I‘21)—>ls =

The total decay rate is related to the energy width of an excited state, as might be expected from
the uncertainty principle. The Full Width at Half Maximum (FWHM) of the energy distribution of

a state is Al'to:. The distribution in frequency follows a Breit-Wigner distribution.
1
T2
(o.) — (UO)2 + T

Iiw) = o) =

In addition to the inherent energy width of a state, other effects can influence measured widths,
including collision broadening, Doppler broadening, and atomic recoil.

The quantum theory of EM radiation can be used to understand many phenomena, including photon
angular distributions, photon polarization, LASERs, the Mossbauer effect, the photoelectric effect,
the scattering of light, and x-ray absorption.

1.37 Classical Field Theory

A review of classical field theory (See section 31) is useful to ground our development of relativistic
quantum field theories for photons and electrons. We will work with 4-vectors like the coordinate
vector below

(x1,22,23,24) = (x,y, 2, ict)

using the ¢ to get a — in the time term in a dot product (instead of using a metric tensor).

A Lorentz scalar Lagrangian density will be derived for each field theory we construct. From the
Lagrangian we can derive a field equation called the Euler-Lagrange equation.

0 oL oc 0
Oz, \0(0¢/0x,) dp
The Lagrangian for a massive scalar field ¢ can be deduced from the requirement that it be a scalar

_ 1 (09 0% 5o
£=73 (axyaxy+“¢>+¢p

where the last term is the interaction with a source. The Euler-Lagrange equation gives

o 0 9
a—xua—xu¢—u p=p

which is the known as the Klein-Gordon equation with a source and is a reasonable relativistic
equation for a scalar field.

Using Fourier transforms, the field from a point source can be computed.

—Ge #r
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This is a field that falls off much faster than % A massive scalar field falls off exponentially
and the larger the mass, the faster the fall off. This fits the form of the force between nucleons fairly

well although the actual nuclear force needs a much more detailed study.

1.38 The Classical Electromagnetic Field

For the study of the Maxwell field, (See section 20) it is most convenient to make a small modification
to the system of units that are used. In Rationalized Heaviside-Lorentz Units the fields are
all reduced by a factor of v/4m and the charges are increased by the same factor. With this change
Maxwell’s equations, as well as the Lagrangians we use, are simplified. It would have simplified
many things if Maxwell had started off with this set of units.

As is well known from classical electricity and magnetism, the electric and magnetic field components
are actually elements of a rank 2 Lorentz tensor.

0 . -B, —iE,
-B. 0 B, —iBE,
B, —-B, 0 —iE,
iE, iE, iE, 0

F, =

This field tensor can simply be written in terms of the vector potential, (which is a Lorentz vector).

AH = (/Y, Z¢)
0A, 0A,
Fuv = Oz, B oz,

Note that F),, is automatically antisymmetric under the interchange of the indices.

With the fields so derived from the vector potential, two of Maxwell’s equations are automatically
satisfied. The remaining two equations can be written as one 4-vector equation.
OFu,  ju

ox, c

We now wish to pick a scalar Lagrangian. Since E&M is a well understood theory, the Lagrangian
that is known to give the right equations is also known.

1 1.
L= _ZFHVFPW + E]”A”

Note that (apart from the speed of light not being set to 1) the Lagrangian does not contain needless
constants in this set of units. The last term is a source term which provides the interaction between
the EM field and charged particles. In working with this Lagrangian, we will treat each component
of A as an independent field. In this case, the Euler-Lagrange equation is Maxwell’s equation as
written above.

The free field Hamiltonian density can be computed according to the standard prescription yielding

oL

9(0A,]0xy) Fuua



48

if there are no source terms in the region.

Gauge symmetry may be used to put a condition on the vector potential.

0A,

=0.
oz,

This is called the Lorentz condition. Even with this satisfied, there is still substantial gauge
freedom possible. Gauge transformations can be made as shown below.

OA
AM—>AN+8—$#

OA=0

1.39 Quantization of the EM Field

The Hamiltonian for the Maxwell field may be used to quantize the field (See section 33) in much
the same way that one dimensional wave mechanics was quantized. The radiation field can be shown
to be the transverse part of the field A, while static charges give rise to A and Ay.

We decompose the radiation field into its Fourier components
1 2 . .
A1) = — el (ck et T 4k (¢ e_““'i)
( ) \/V ; ; 701( ) k,a( )
where ¢(®) are real unit vectors, and cj o is the coefficient of the wave with wave vector k and
polarization vector é(®). Once the wave vector is chosen, the two polarization vectors must be
picked so that é1), ¢ and k form a right handed orthogonal system.
Plugging the Fourier decomposition into the formula for the Hamiltonian density and using the

transverse nature of the radiation field, we can compute the Hamiltonian (density integrated over
volume).

H o= Y () feralehald) + o berald)

k,a

This Hamiltonian will be used to quantize the EM field. In calculating the Hamiltonian, care has
been taken not to commute the Fourier coefficients and their conjugates.

The canonical coordinate and momenta may be found

1 «
Qk,a = E(Ck,a + Ck,a)
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w
Pra = —?(Ck,a — Cha)
for the harmonic oscillator at each frequency. We assume that a coordinate and its conjugate
momentum have the same commutator as in wave mechanics and that coordinates from different
oscillators commute.

[Qk,ﬂm Pk’,a’] - ih(skk/(saa/
(Qk,0 Qrrar] = 0
[(Pea, Pror] = 0

As was done for the 1D harmonic oscillator, we write the Hamiltonian in terms of raising and
lowering operators that have the same commutation relations as in the 1D harmonic oscillator.

1
Ak o — w a"‘ip o
k, 2hw( Qr, o)
n 1

a = ——(wWQkr.a — 1P o
k,a \/%( Qk, k, )

1
(alyaak)a + 5) hw

{ak@,al,’a,} = 6kk’5aa’

=
[

This means everything we know about the raising and lowering operators applies here. Energies are
in steps of hAw and there must be a ground state. The states can be labeled by a quantum number
nkya.

1 1
H = <a27aak7a + §> hw = (Nk,a + 5) hw

— 4T
Nk,a - akﬁaak,a

The Fourier coeflicients can now be written in terms of the raising and lowering operators for the
field.

he?
Ck,a = Zak,a
* hC2 1
Ck,a = Zak,a
1 hc? -
A - _(a)( ot ik-T T ¢ zkz)
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1
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States of the field are given by the occupation number of each possible photon state.

(CLL )nkz%
|nk17a1,nk27a2, vy My oy s > = H AL S |0>
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Any state can be constructed by operating with creation operators on the vacuum state. Any state
with multiple photons will automatically be symmetric under the interchange of pairs of photons
because the operators commute.

_ T
a;aal/,a/ |O> - a’k’,a’a‘};,a |O>
This is essentially the same result as our earlier guess to put an n + 1 in the emission operator (See

Section 29.1).

We can now write the quantized radiation field in terms of the operators at ¢t = 0.

1 hc? , ,
A - (@) ( o 0 ikpx, T 0 —zkpwp>
n Niii % \V o (o (0)e +aj. ,(0)e

Beyond the Electric Dipole approximation, the next term in the expansion of e’*% is ik - #. This
term gets split according to its rotation and Lorentz transformation properties into the Electric
Quadrupole term and the Magnetic Dipole term. The interaction of the electron spin with the
magnetic field is of the same order and should be included together with the E2 and M1 terms.

ho
T (ExeMy.q

2me

The Electric Quadrupole (E2) term does not change parity and gives us the selection rule.

The Magnetic Dipole term (M1) does not change parity but may change the spin. Since it is an
(axial) vector operator, it changes angular momentum by 0, +1, or -1 unit.

The quantized field is very helpful in the derivation of Plank’s black body radiation formula that
started the quantum revolution. By balancing the reaction rates proportional to N and N + 1 for
absorption and emission in equilibrium the energy density in the radiation field inside a cavity is
easily derived.

dw 8t  h?
U(V) = U(W)E = 0_37675,0.)/]{}7‘ 1

1.40 Scattering of Photons

(See section 34) The quantized photon field can be used to compute the cross section for photon
scattering. The electric dipole approximation is used to simplify the atomic matrix element at low
energy where the wavelength is long compared to atomic size.



o1

To scatter a photon the field must act twice, once to annihilate the initial state photon and once
to create the final state photon. Since the quantized field contains both creation and annihilation

operators,
1 he? (a) ikpx i1l —ikpx
Aule) = 7= Do e (a0 + el 0) )
ka

either the A? term in first order, or the A P term in second order can contribute to scattering. Both
of these amplitudes are of order e2.

The matrix element of the A2 term to go from a photon of wave vector k and an atomic state i to a
scattered photon of wave vector k&’ and an atomic state n is particularly simple since it contains no
atomic coordinates or momenta.

2 . , o N R 2 1 ﬁQ
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The second order terms can change atomic states because of the p operator.

The cross section for photon scattering is then given by the

2
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Kramers-Heisenberg Formula. The three terms come from the three Feynman diagrams that

contribute to the scattering to order e?.

This result can be specialized for the case of elastic scattering, with the help of some commutators.
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Lord Rayleigh calculated low energy elastic scattering of light from atoms using classical
electromagnetism. If the energy of the scattered photon is less than the energy needed to excite the
atom, then the cross section is proportional to w?, so that blue light scatters more than red light
does in the colorless gasses in our atmosphere.

If the energy of the scattered photon is much bigger than the binding energy of the atom, w >> 1
eV. then the cross section approaches that for scattering from a free electron, Thomson

Scattering.
do 62 2 |A A,|2
oo =) je-e
dQ) 4mmc?

The scattering is roughly energy independent and the only angular dependence is on polarization.
Scattered light can be polarized even if incident light is not.

1.41 Electron Self Energy

Even in classical electromagnetism, if one can calculates the energy needed to assemble an electron,
the result is infinite, yet electrons exist. The quantum self energy correction (See section 35) is also
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infinite although it can be rendered finite if we accept the fact that out theories are not valid up to
infinite energies.

The quantum self energy correction has important, measurable effects. It causes observable energy
shifts in Hydrogen and it helps us solve the problem of infinities due to energy denominators from
intermediate states.

The coupled differential equations from first order perturbation theory for the state under study ¢,
and intermediate states ¢; may be solved for the self energy correction.

|2 1— ez(wnj —w)t
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The result is, in general, complex. The imaginary part of the self energy correction is directly related
to the width of the state.

—%s(AEn) =T,

The time dependence of the wavefunction for the state 1,, is modified by the self energy
correction.

Un(@.8) = () EERABDIN =

This gives us the exponential decay behavior that we expect, keeping resonant scattering
cross sections from going to infinity.

The real part of the correction should be studied to understand relative energy shifts of states. It is
the difference between the bound electron’s self energy and that for a free electron in
which we are interested. The self energy correction for a free particle can be computed.

. 2aEcut—off 2

ABfree = 3mm2c?

We automatically account for this correction by a change in the observed mass of the electron. For
the non-relativistic definition of the energy of a free electron, an increase in the mass decreases the
energy.

4aEcut—off

Mobs — (1 + )mbare

3mmc?

If we cut off the integral at m.c?, the correction to the mass is only about 0.3%,

Since the observed mass of the electron already accounts for most of the self energy correction for
a bound state, we must correct for this effect to avoid double counting of the correction. The self
energy correction for a bound state then is.

205Ecut70ff

AEv(;’bS) = AE,+ T (n|p?|n)

In 1947, Willis E. Lamb and R. C. Retherford used microwave techniques to determine the splitting
between the 255 and QP% states in Hydrogen. The result can be well accounted for by the
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self energy correction, at least when relativistic quantum mechanics is used. Our non-relativistic
calculation gives a qualitative explanation of the effect.

4ab mc? 11 1
AE(obs) - — 1 4 2
n srs \ 8\ 2nm,, ) T21 T 5)

1.42 The Dirac Equation

Our goal is to find the analog of the Schrodinger equation for relativistic spin one-half particles (See
section 36), however, we should note that even in the Schrodinger equation, the interaction of the
field with spin was rather ad hoc. There was no explanation of the gyromagnetic ratio of 2. One can
incorporate spin into the non-relativistic equation by using the Schrodinger-Pauli Hamiltonian
which contains the dot product of the Pauli matrices with the momentum operator.

1 - 2
H= o (7 [+ ZAF1)]) - eolr.t)
A little computation shows that this gives the correct interaction with spin.

1, e~ .9 . eh ., =
H = _[ + EA(Tat)] _e¢(T7t)+ 2mcU'B(T7t)

This Hamiltonian acts on a two component spinor.

We can extend this concept to use the relativistic energy equation. The idea is to replace
P with & - p'in the relativistic energy equation.

(%—&-ﬁ) (§+5-ﬁ> — (me)?

(mai + ihé - 6) <mai — ihé - 6) ¢ = (me)?¢

Lo Lo

Instead of an equation which is second order in the time derivative, we can make a first order
equation, like the Schrédinger equation, by extending this equation to four components.

o = ¢
o) 1 (mai — ih& - ﬁ) #)

me To

Now rewriting in terms of ¥4 = ¢ + ¢(L) and g = ¢ — ¢(I) and ordering it as a matrix
equation, we get an equation that can be written as a dot product between 4-vectors.

(—iha%o —z’h&ﬁ) _ h[(.qoﬂ —i5-5>+(a% 0 )]
ihd -V ihg id-V 0 0 -

0 —iUi a 1 0 a . 8
= h[(m 0 )axﬁ(o —1)3—364}—’3[%—%}
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Define the 4 by 4 matrices v, are by.

S 0 —Z'O'i
= e 0
_ 1 0
Y4 = 0 —1
With this definition, the relativistic equation can be simplified a great deal

0 mc
(e, 50 ) =0

where the gamma matrices are given by

00 0 — 0 0 0 -1

[0 0 — 0 0 01 o0

M=lo i o of ™®7lo 10 o0
(Z) OO O_Z. OO 1_1 0 0 00 8 and they satisfy anti-commutation relations.

0 0 0 < [0 1 0 O

B=li o0 0o of ™Tloo -1 0

0 —i 0 0 00 0 -1

{VuaVV} ::25uu

In fact any set of matrices that satisfy the anti-commutation relations would yield equivalent physics
results, however, we will work in the above explicit representation of the gamma matrices.

Defining 1§ = o1, )
ju = ic"/’%ﬂ/’
satisfies the equation of a conserved 4-vector current
0
— i =0
Oz, Ju

and also transforms like a 4-vector. The fourth component of the vector shows that the probability
density is ¢T1p. This indicates that the normalization of the state includes all four components of
the Dirac spinors.

For non-relativistic electrons, the first two components of the Dirac spinor are large while the last

two are small.
_ ([ Ya
o= (1)

G- (F+ SA) va~ 5osta

2mc?

We use this fact to write an approximate two-component equation derived from the Dirac equation
in the non-relativistic limit.

2 72 4 702 . § Ze2h2
(p___e P, 2€ S+ € 53@)#’ — EWNR)y,

2m  4mr  8m3c?  8mm2c2r3  8m?2c?
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This “Schrodinger equation”, derived from the Dirac equation, agrees well with the one
we used to understand the fine structure of Hydrogen. The first two terms are the kinetic and
potential energy terms for the unperturbed Hydrogen Hamiltonian. The third term is the relativistic
correction to the kinetic energy. The fourth term is the correct spin-orbit interaction,
including the Thomas Precession effect that we did not take the time to understand when we did
the NR fine structure. The fifth term is the so called Darwin term which we said would come from
the Dirac equation; and now it has.

For a free particle, each component of the Dirac spinor satisfies the Klein-Gordon equation.
by = uge PEEO/N

This is consistent with the relativistic energy relation.

The four normalized solutions for a Dirac particle at rest are.

1
1 0 .2
1) — —- —imc t/h
w wE:ercz,Jrh/Q \/V 0 €
0
0
1 1 .2
(2) — - —imc“t/h
1/} 1/)E:-l-mc2,—7i/2 \/V 0 e
0
0
1 0 .2
3) — - +imc“t/h
dj szfmc2,+h/2 \/V 1 e
0
0
1 0 .2
(4) — —- +imc“t/h
1/) wE:—mcz,—h/2 \/V 0 €
1

The first and third have spin up while the second and fourth have spin down. The first and second
are positive energy solutions while the third and fourth are “negative energy solutions”, which
we still need to understand.

The next step is to find the solutions with definite momentum. The four plane wave solutions to
the Dirac equation are

() me* () i(P-E—Et)/h
S\

where the four spinors are given by.

1 0
(1) E + mc? 0 (2) E + mc? 1
’uﬁ = o a2 p-C ’U,ﬁ = o2 (pz—ipy)c
2me E+mc? 2mc E+mc?
(pz+ipy)c —DbzC
E+mc? E+mc?
—_DP=zC _(pz_ipy)c

—E+mc2

! —E+mc?
L [TEAme | —ativge uo B me? [ Rt
iz 2mc2 1 p 2mc? 0

0 1
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E is positive for solutions 1 and 2 and negative for solutions 3 and 4. The spinors are orthogonal
i, 0 _ Bl
Uﬁ Uﬁ = W&FW

and the normalization constants have been set so that the states are properly normalized and the
spinors follow the convention given above, with the normalization proportional to energy.

The solutions are not in general eigenstates of any component of spin but are eigenstates of helicity,
the component of spin along the direction of the momentum.

Note that with E negative, the exponential e!@ %~ E%)/h has the phase velocity, the group velocity and
the probability flux all in the opposite direction of the momentum as we have defined it. This clearly
doesn’t make sense. Solutions 3 and 4 need to be understood in a way for which the non-relativistic
operators have not prepared us. Let us simply relabel solutions 3 and 4 such that

7= =D
EF— —F

so that all the energies are positive and the momenta point in the direction of the velocities. This
means we change the signs in solutions 3 and 4 as follows.

1
o = JEEme U iga-mom
p 2EV E+4+mc?
(pz+ipy)c
E+mc?
0
1/)1(72) _ L JE+ mc2 (pfll_py)c i FE—Et)/h
2EV TEtme?
—pzC
E+4+mc?
pzc
ol T,
B _ Etme? | Befby)e | iz pom
Vi V 2BV q ¢
0
(pz_ipyz)c
E+mc
p® = Bl +me [ opee | _iga—peyn
P 2(E|V 0
1
We have plane waves of the form
eiipuzu/h

with the plus sign for solutions 1 and 2 and the minus sign for solutions 3 and 4. These + sign in
the exponential is not very surprising from the point of view of possible solutions to a differential
equation. The problem now is that for solutions 3 and 4 the momentum and energy operators must
have a minus sign added to them and the phase of the wave function at a fixed position behaves in
the opposite way as a function of time than what we expect and from solutions 1 and 2. It is as if
solutions 3 and 4 are moving backward in time.

If we change the charge on the electron from —e to 4+e and change the sign of the exponent, the
Dirac equation remains the invariant. Thus, we can turn the negative exponent solution (going
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backward in time) into the conventional positive exponent solution if we change the charge to +e.
We can interpret solutions 3 and 4 as positrons. We will make this switch more carefully when we
study the charge conjugation operator.

The Dirac equation should be invariant under Lorentz boosts and under rotations, both of which are

just changes in the definition of an inertial coordinate system. Under Lorentz boosts, 8% transforms
"

like a 4-vector but the vy, matrices are constant. The Dirac equation is shown to be invariant under

boosts along the x; direction if we transform the Dirac spinor according to

W Sboostdj
Sboost = cosh % + Z")/z")/4 sinh %
with tanhy = g.

The Dirac equation is invariant under rotations about the k axis if we transform the Dirac
spinor according to

’@[/ Srotw
S 0 n .0
rot = COS— 7Y sin —
¢ g T

with éjk is a cyclic permutation.

Another symmetry related to the choice of coordinate system is parity. Under a parity inversion
operation the Dirac equation remains invariant if

Y = SpY =y
10 0 0
. 01 0 0 . . . .
Since v4 = 00 -1 o |’ the third and fourth components of the spinor change sign while
00 0 -1

the first two don’t. Since we could have chosen —~4, all we know is that components 3 and 4
have the opposite parity of components 1 and 2.

From 4 by 4 matrices, we may derive 16 independent components of covariant objects. We define
the product of all gamma matrices.

V5 = V1727374

which obviously anticommutes with all the gamma matrices.

{7#775} =0

For rotations and boosts, 75 commutes with .S since it commutes with the pair of gamma matrices.
For a parity inversion, it anticommutes with Sp = 4.

The simplest set of covariants we can make from Dirac spinors and - matrices are tabulated below.
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Classification Covariant Form | no. of Components
Scalar ) 1
Pseudoscalar Pyst 1
Vector 1/77#1/) 4
Axial Vector VY5 Y 4
Rank 2 antisymmetric tensor 7]10”,,1/1 6
Total 16

Products of more v matrices turn out to repeat the same quantities because the square of any
matrix is 1.

For many purposes, it is useful to write the Dirac equation in the traditional form Hv = Ev. To do
this, we must separate the space and time derivatives, making the equation less covariant looking.

0 mc
(g, + 5 ) =0

) 0
(icvayjpj + mcy) ¢ = —ho

Thus we can identify the operator below as the Hamiltonian.
H = icyyypj + mcy,

The Hamiltonian helps us identify constants of the motion. If an operator commutes with H, it
represents a conserved quantity.

Its easy to see the pp commutes with the Hamiltonian for a free particle so that momentum will
be conserved. The components of orbital angular momentum do not commute with H.

[H, L.] = icvalv;pj, xpy — ypa] = heva(vipy — Y2pa)
The components of spin also do not commute with H.
[H, S.] = hevalyvepe — 7ipy)
But, from the above, the components of total angular momentum do commute with H.

[H,J.] = [H, L]+ [H, S.] = heya(vipy — v2pe) + heyalyepe — 71pyl =0

The Dirac equation naturally conserves total angular momentum but not the orbital or spin
parts of it.

We can also see that the helicity, or spin along the direction of motion does commute.

For any calculation, we need to know the interaction term with the Electromagnetic field. Based on
the interaction of field with a current

1
Hin = ——9 A
t c-]# n
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and the current we have found for the Dirac equation, the interaction Hamiltonian is.
Hiny = ievayi Ak

This is simpler than the non-relativistic case, with no A2 term and only one power of e.

The Dirac equation has some unexpected phenomena which we can derive. Velocity eigenvalues for
electrons are always +c along any direction. Thus the only values of velocity that we could measure
are *£c.

Localized states, expanded in plane waves, contain all four components of the plane wave solutions.
Mixing components 1 and 2 with components 3 and 4 gives rise to Zitterbewegung, the very rapid
oscillation of an electrons velocity and position.

4 2
S
5 =1

I ZZ Z T [ i Crir u( RLIV u( ") o=2ilBlt/hg v U é)f Y4 Ug) e2i|E|t/ﬁ}

p r=lr'=

The last sum which contains the cross terms between negative and positive energy represents ex-
tremely high frequency oscillations in the expected value of the velocity, known as Zit-
terbewegung. The expected value of the position has similar rapid oscillations.

It is possible to solve the Dirac equation exactly for Hydrogen in a way very similar to the non-
relativistic solution. One difference is that it is clear from the beginning that the total angular
momentum is a constant of the motion and is used as a basic quantum number. There is another
conserved quantum number related to the component of spin along the direction of J. With these
quantum numbers, the radial equation can be solved in a similar way as for the non-relativistic case
yielding the energy relation.

m02

1+ Z2a? .
(nrJr (j+%)27Z2a2)

We can identify the standard principle quantum number in this case as n = n, + j + % This
result gives the same answer as our non-relativistic calculation to order o* but is also correct to
higher order. It is an exact solution to the quantum mechanics problem posed but does
not include the effects of field theory, such as the Lamb shift and the anomalous magnetic moment
of the electron.

E =

A calculation of Thomson scattering shows that even simple low energy photon scattering relies on
the “negative energy” or positron states to get a non-zero answer. If the calculation is done with the
two diagrams in which a photon is absorbed then emitted by an electron (and vice-versa) the result
is zero at low energy because the interaction Hamiltonian connects the first and second plane wave
states with the third and fourth at zero momentum. This is in contradiction to the classical and
non-relativistic calculations as well as measurement. There are additional diagrams if we consider
the possibility that the photon can create and electron positron pair which annihilates with the
initial electron emitting a photon (or with the initial and final photons swapped). These two terms
give the right answer. The calculation of Thomson scattering makes it clear that we cannot ignore
the new “negative energy” or positron states.
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The Dirac equation is invariant under charge conjugation, defined as changing electron states into
the opposite charged positron states with the same momentum and spin (and changing the sign of
external fields). To do this the Dirac spinor is transformed according to.

Y = ya1p*

Of course a second charge conjugation operation takes the state back to the original ¥. Applying
this to the plane wave solutions gives

1 _ [me i(p-Z—Et)/h me? () i(—p-Z+Et)/h _ me? (1) i(—p-F+Et) /R
Uy = BV uy’ e’ - - BV uyet P =\ 1BV vy e

@ _ [ mc® (o i(p-ZF—Et)/h me? (3 i(—p-Z+Et)/h _ me? (2 i(—p-Z+Et)/h
vy = BV uy e’ — BV u’s et =\TEv vy e
1/)(~3) _ |WL;|CIQ/ us) P (BEHEI) /A |WL;|CIQ/ u(i)? i (—FT—|E|t)/h

@ _ | M @) igar|En/m _ | me ) g Eln/m
Yy = BV uy’ e’ — BV u_y et

which defines new positron spinors vg) and vg) that are charge conjugates of ug) and ug).

1.43 The Dirac Equation

To proceed toward a field theory for electrons and quantization of the Dirac field we wish to find
a scalar Lagrangian that yields the Dirac equation. From the study of Lorentz covariants we know
that 17 is a scalar and that we can form a scalar from the dot product of two 4-vectors as in the
Lagrangian below. The Lagrangian cannot depend explicitly on the coordinates.

_ o _
L= —chmuaT@b — mc2p
I

(We could also add a tensor term but it is not needed to get the Dirac equation.) The independent
fields are considered to be the 4 components of 1) and the four components of 1. The Euler-
Lagrange equation using the 1 independent fields is simple since there is no derivative of v in the
Lagrangian.

2 (oL Y %,
Oz, \ 0(0¢/0x,,) oY
oc
8_1/_1 =
9 2
—chvua—%w —mc“yp =0
('Y,ui + %) =0

Ox,,

0

This gives us the Dirac equation indicating that this Lagrangian is the right one. The Euler-
Lagrange equation derived using the fields 1 is the Dirac adjoint equation,
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The Hamiltonian density may be derived from the Lagrangian in the standard way and the total
Hamiltonian computed by integrating over space. Note that the Hamiltonian density is the same as
the Hamiltonian derived from the Dirac equation directly.

"= / o (e =2 + me*y, ) vda
aIEk

We may expand ¥ in plane waves to understand the Hamiltonian as a sum of oscillators.

4 2
. mc .
B =D B ug) (pra=Et)/h

ZZ IEIV Gy ) e PEEON

Writing the Hamiltonian in terms of these fields, the formula can be simplified yielding

ZZE rCpr:

By analogy with electromagnetism, we can replace the Fourier coefficients for the Dirac plane waves
by operators.

4
Ho= e
p r=1
= _ (r) i(p-Z—Et)/h
W(E,t) = ZP:Z IEIV uﬁ P

. bt —ipa—
g[ﬂ(x,t) = ZZ |E|V p) ué”e Fa-Enm

i
The creation an annihilation operators bg) and bg) satisfy anticommutation relations.

b b(r - 8100855
Y, bg } =0
POt = o
N
N g) is the occupation number operator. The anti-commutation relations constrain the occupation
number to be 1 or 0.

The Dirac field and Hamiltonian can now be rewritten in terms of electron and positron fields for
which the energy is always positive by replacing the operator to annihilate a “negative energy state”
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with an operator to create a positron state with the right momentum and spin.

W _ @
A = b
@ _ o
AP = o

These anti-commute with everything else with the exception that
O COLNN .
{d5 4y b= 0ewdyy

Now rewrite the fields and Hamiltonian.

2. [ 2
= mc s s) i(pi— s s)  —i(5a—
’lb(x,t) — ZZ E_V (bé‘) U:(ﬁ) e(p Et)/ﬁ+dé)T U;(')‘) e (p Et)/h)
p s=1
= me o @ i ) O iFT
’le(f, t) = ZZ E—V (bﬁs u; f e_Z(P'w—Et)/h +dﬁs ’Uﬁs T ez(pw—Et)/ﬁ)
p s=1

2
ST S S ST
H - ZZ}E(b%)b;)—dé)d;))
p 5=

2
2 Z_; E (005 +d"dy) 1)

p

All the energies of these states are positive.

There is an (infinite) constant energy, similar but of opposite sign to the one for the quantized
EM field, which we must add to make the vacuum state have zero energy. Note that, had we
used commuting operators (Bose-Einstein) instead of anti-commuting, there would have been no
lowest energy ground state so this Energy subtraction would not have been possible. Fermi-Dirac
statistics are required for particles satisfying the Dirac equation.

Since the operators creating fermion states anti-commute, fermion states must be antisym-
metric under interchange. Assume bl and b, are the creation and annihilation operators for fermions
and that they anti-commute.

{b;[? bi/} =0

The states are then antisymmetric under interchange of pairs of fermions.
bib!,10) = —b1,b10)
Its not hard to show that the occupation number for fermion states is either zero or one.

Note that the spinors satisfy the following slightly different equations.

(1P + mc)uz(;) 0
(

(=ivupu + mC)UﬁS) =0
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2 The Problems with Classical Physics

By the late nineteenth century the laws of physics were based on Mechanics and the law of Gravi-
tation from Newton, Maxwell’s equations describing Electricity and Magnetism, and on Statistical
Mechanics describing the state of large collection of matter. These laws of physics described na-
ture very well under most conditions, however, some measurements of the late 19th and early 20th
century could not be understood. The problems with classical physics led to the development of
Quantum Mechanics and Special Relativity.

Some of the problems leading to the development of Quantum Mechanics are listed here.

e Black Body Radiation (See section 2.1): Classical physics predicted that hot objects would
instantly radiate away all their heat into electromagnetic waves. The calculation, which was
based on Maxwell’s equations and Statistical Mechanics, showed that the radiation rate went
to infinity as the EM wavelength went to zero, “The Ultraviolet Catastrophe”. Plank solved
the problem by postulating that EM energy was emitted in quanta with £ = hv.

e The Photoelectric Effect (See section 2.2):  When light was used to knock electrons out of
solids, the results were completely different than expected from Maxwell’s equations. The
measurements were easy to explain (for Einstein) if light is made up of particles with the
energies Plank postulated.

e Atoms: After Rutherford (See section 2.3) found that the positive charge in atoms was con-
centrated in a very tiny nucleus, classical physics predicted that the atomic electrons orbiting
the nucleus would radiate their energy away and spiral into the nucleus. This clearly did not
happen. The energy radiated by atoms (See section 2.4) also came out in quantized amounts
in contradiction to the predictions of classical physics. The Bohr Atom (See section 2.4.1)
postulated an angular momentum quantization rule, L = nh for n = 1,2, 3..., that gave the
right result for hydrogen, but turned out to be wrong since the ground state of hydrogen has
zero angular momentum. It took a full understanding of Quantum Mechanics to explain the
atomic energy spectra.

e Compton Scattering (See section 2.6.3): When light was scattered off electrons, it behaved
just like a particle but changes wave length in the scattering; more evidence for the particle
nature of light and Plank’s postulate.

e Waves and Particles: In diffraction experiments,light was shown to behave like a wave while in
experiments like the Photoelectric effect, light behaved like a particle. More difficult diffraction
experiments showed that electrons (as well as the other particles) also behaved like a wave,
yet we can only detect an integer number of electrons (or photons).

Quantum Mechanics incorporates a wave-particle duality and explains all of the above phenom-
ena. In doing so, Quantum Mechanics changes our understanding of nature in fundamental ways.
While the classical laws of physics are deterministic, QM is probabilistic. We can only predict the
probability that a particle will be found in some region of space.

Electromagnetic waves like light are made up of particles we call photons. Einstein, based on Plank’s
formula, hypothesized that the particles of light had energy proportional to their frequency.

E=hv
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The new idea of Quantum Mechanics is that every particle’s probability (as a function of position
and time) is equal to the square of a probability amplitude function and that these probability
amplitudes obey a wave equation. This is much like the case in electromagnetism where the energy
density goes like the square of the field and hence the photon probability density goes like the square
of the field, yet the field is made up of waves. So probability amplitudes are like the fields we know
from electromagnetism in many ways.

DeBroglie assumed E = hv for photons and other particles and used Lorentz invariance (from
special relativity) to derive the wavelength for particles (See section 3.4) like electrons.

hSEISY

The rest of wave mechanics was built around these ideas, giving a complete picture that could explain
the above measurements and could be tested to very high accuracy, particularly in the hydrogen
atom. We will spend several chapters exploring these ideas.

* See Example 2.6.3: Assume the photon is a particle with the standard deBroglie wavelength. Use
kinematics to derive the wavelength of the scattered photon as a function of angle for Compton

Scattering.*

Gasiorowicz Chapter 1
Rohlf Chapters 3,6
Griffiths does not really cover this.

Cohen-Tannoudji et al. Chapter

2.1 Black Body Radiation *

A black body is one that absorbs all the EM radiation (light...) that strikes it. To stay in thermal
equilibrium, it must emit radiation at the same rate as it absorbs it so a black body also radiates
well. (Stoves are black.)

Radiation from a hot object is familiar to us. Objects around room temperature radiate mainly in
the infrared as seen the the graph below.
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If we heat an object up to about 1500 degrees we will begin to see a dull red glow and we say the
object is red hot. If we heat something up to about 5000 degrees, near the temperature of the sun’s
surface, it radiates well throughout the visible spectrum and we say it is white hot.

By considering plates in thermal equilibrium it can be shown that the emissive power over the
absorption coefficient must be the same as a function of wavelength, even for plates of different

materials.

It there were differences, there could be a net energy flow from one plate to the other, violating the
equilibrium condition.
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NNV

Black Body at Temperature T

N AV,

A black body is one that absorbs all radiation incident upon it.
App =1

Thus, the black body Emissive power, E(v, T), is universal and can be derived from first principles.

A good example of a black body is a cavity with a small hole in it. Any light incident upon the hole
goes into the cavity and is essentially never reflected out since it would have to undergo a very large
number of reflections off walls of the cavity. If we make the walls absorptive (perhaps by painting
them black), the cavity makes a perfect black body.

There is a simple relation between the energy density in a cavity, u(v, T'), and the black body emissive
power of a black body which simply comes from an analysis of how much radiation, traveling at the



67
speed of light, will flow out of a hole in the cavity in one second.
c
Ew,T)= Zu(y, T)

The only part that takes a little thinking is the 4 in the equation above.

Rayleigh and Jeans calculated (see section 2.5.1) t he energy density (in EM waves) inside a cavity
and hence the emission spectrum of a black body. Their calculation was based on simple EM theory
and equipartition. It not only did not agree with data; it said that all energy would be instantly
radiated away in high frequency EM radiation. This was called the ultraviolet catastrophe.

82

u(v,T) = kT

3

Plank found a formula that fit the data well at both long and short wavelength.

82 hv
WD) = =5~ g —1
His formula fit the data so well that he tried to find a way to derive it. In a few months he was
able to do this, by postulating that energy was emitted in quanta with £ = hv. Even though there
are a very large number of cavity modes at high frequency, the probability to emit such high energy
quanta vanishes exponentially according to the Boltzmann distribution. Plank thus suppressed high
frequency radiation in the calculation and brought it into agreement with experiment. Note that
Plank’s Black Body formula is the same in the limit that hv << kT but goes to zero at large v
while the Rayleigh formula goes to infinity.
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It is interesting to note that classical EM waves would suck all the thermal energy out of matter,
making the universe a very cold place for us. The figure below compares the two calculations to
some data at T' = 1600 degrees. (It is also surprising that the start of the Quantum revolution came
from Black Body radiation.)

Planck

\
\\‘_/ Rayleigh—Jeans

I [ l
20,000 40,000 60,000

Wavelength in A ——o»

So the emissive power per unit area is

2r? hv

E@wT)= 2 ghv/kT _ ]
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We can integrate this over frequency to get the total power radiated per unit area.

7T20
R(T) = 60(fc)3

KTt = (5.67 x 1078W/m?/ °K*) T

* See Example 2.6.1: What is the temperature at the solar surface? Use both the the intensity of
radiation on earth and that the spectrum peaks about 500 nm to get answers.*

* See Example 2.6.2: The cosmic microwave background is black body radiation with a temperature
of 2.7 degrees. For what frequency (and what wavelength) does the intensity peak?*

2.2 The Photoelectric Effect

The Photoelectric Effect shows that Plank’s hypothesis, used to fit the Black Body data, is actually
correct for EM radiation. Einstein went further and proposed, in 1905, that light was made up of
particles with energy related to the frequency of the light, £ = hv. (He got his Nobel prize for the
Photoelectric effect, not for Special or General Relativity.)
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Measurements were made of the maximum electron energy versus light frequency and light
intensity. Classical physics predicted that the electron energy should increase with intensity, as the
electric field increases. This is not observed. The electron energy is independent of intensity and
depends linearly on the light frequency, as seen the the figure above. The kinetic energy of the
electrons is given by Plank’s constant times the light frequency minus a work function W which

depends on the material.

1
imv2 =hv—-W
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This equation just expresses conservation of energy with hr being the photon energy and W the
binding energy of electrons in the solid. Data from the Photoelectric effect strongly supported the
hypothesis that light is composed of particles (photons).

2.3 The Rutherford Atom *

The classical theory of atoms held that electrons were bound to a large positive charge about the
size of the atom. Rutherford scattered charged (a) particles from atoms to see what the positive
charge distribution was. With a approximately uniform charge distribution, his 5.5 MeV « particles
should never have backscattered because they had enough energy to overcome the coulomb force
from a charge distribution, essentially plowing right through the middle.

Alpha particle

Alpha particle
Atomic

O scattering

scattering
center

center

(a) Pointlike scattering center (b) Finite size scattering center

100

Pointlike

F
(arb. scale) 1}

Finite size

0.1

0.01 L .

o~ o

He found that the « particles often scattered at angles larger than 90 degrees. His data can be
explained if the positive nucleus of an atom is very small. For a very small nucleus, the Coulomb
force continues to increase as the a approaches the nucleus, and backscattering is possible.
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* See Example 2.6.4: Use Electrostatics to estimate how small a gold nucleus must be to backscatter
a 5.5 MeV alpha particle.*

This brought up a new problem. The atomic size was known from several types of experiments.
If electrons orbit around the atomic nucleus, according to Maxwell’s equations, they should
radiate energy as they accelerate. This radiation is not observed and the ground states of atoms
are stable.

In Quantum Mechanics, the localization of the electron around a nucleus is limited because
of the wave nature of the electron. For hydrogen, where there is no multi-body problem to make
the calculation needlessly difficult, the energy levels can be calculated very accurately. Hydrogen
was used to test Quantum Mechanics as it developed. We will also use hydrogen a great deal in this
course.

Scattering of the high energy « particles allowed Rutherford to “see” inside the atom and deter-
mine that the atomic nucleus is very small. (He probably destroyed all the atoms he “saw”.) The
figure below shows Rutherford’s angular distribution in his scattering experiment along with several
subsequent uses of the same technique, with higher and higher energy particles. We see Rutherford’s
discovery of the tiny nucleus, the discovery of nuclear structure, the discovery of a point-like
proton inside the nucleus, the discovery of proton structure, the discovery of quarks inside
the proton, and finally the lack of discovery, so far, of any quark structure.
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To “see” these things at smaller and smaller distances, we needed to use beams of particles with
smaller and smaller wavelength, and hence, higher energy.

2.4 Atomic Spectra *

Hydrogen was ultimately the true test of the quantum theory. Very high accuracy measurements were
made using diffraction gratings. These were well understood in non-relativistic QM and understood
even better in the fully relativistic Quantum Field Theory, Quantum Electrodynamics.

The figure below show the energy levels in Hydrogen, the transitions between energy levels,
and the wavelength of light produced in the transition. The Lyman series covers transitions to
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the ground state and is beyond the visible part of the spectrum. The Balmer series is due to
transitions to the first excited state and is in the visible.
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By the time of Plank’s £ = hv, a great deal of data existed on the discrete energies at
which atoms radiated. Each atom had its own unique radiation fingerprint. Absorption at discrete
energies had also been observed.

The Rydberg formula for the energies of photons emitted by Hydrogen was developed well before
the QM explanation came along.
1 1

ny  ng

Some of the states in heavier atoms followed the same type of formula. Better experiments showed
that the spectral lines were often split into a multiplet of lines. We will understand these splitting
much later in the course.

Heavier atoms provide a even richer spectrum but are much more difficult to calculate. Very good
approximation techniques have been developed. With computers and good technique, the energy
levels of more complex atoms can be calculated. The spectrum of mercury shown below has many
more lines than seen in Hydrogen.
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The figure below shows the visible part of the spectrum for several atomic or molecular sources. For
Hydrogen, we mainly see the Balmer series, with a line from Paschen-Bach. The spectra of different

atoms are quite distinct. Molecules have many other types of excitations and can produce many
frequencies of light.

Atomic hydrogen (H)

Sodium (Na)

Neon (Ne)

Mercury (Hg)

Molecular hydrogen (H,)

‘ Solar absorption spectrum (Fraunhofer lines)

2.4.1 The Bohr Atom *

Bohr postulated that electrons orbited the nucleus like planets orbiting the sun. He managed to fit
the data for Hydrogen by postulating that electrons orbited the nucleus in circular orbits,
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and that angular momentum is quantized such that L = nh, for n = 1,2, 3.... This is natural
since  has units of angular momentum. Bohr correctly postdicted the Hydrogen energies and the
size of the atom.

Balance of forces for circular orbits.
muv? 1 e?

r 47eq r?

Angular momentum quantization assumption.
L =mvr =nh

Solve for velocity.

nh
v=—
mr
Plug into force equation to get formula for 7.
mn2h3r? B e?
m2r2r  dweg
n2h? e?
mr - 47eg
1 me? 1
T 47T60h2 n?

Now we just want to plug v and r into the energy formula. We write the Hydrogen potential in

terms of the fine structure constant (See section 2.5.2): ag; = ﬁ;—i N T

—ahe
V =
() =2
1 amc1
r  h n2
We now compute the energy levels.
L9
E = 5mv + V(r)
B 1 nh\? ahe
= —m —_— _—
2 mr r
o 1 anhe\?  a?hme?
) n2h n2h
> 1 (ac)2 a’me?
= —m _— _
2 n n?
P o— 1 [ a?mc? a’me? - a’me?
) n? n2 2n?
The constant a2’2"c2 = 5’(11130%02 = 13.6 eV. Bohr’s formula gives the right Hydrogen energy

spectrum.
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We can also compute the ground state radius of the Bohr orbit.

2

l _amc
ro hic
(137)(1973) .
= WWOVIN) 534
" 511000 0.53

This is also about the right radius. The name for this number, the Bohr radius, persists to this
day despite the fact that Bohr’s assumption is wrong.

Although angular momentum is quantized in units of &, the ground state of Hydrogen has zero
angular momentum. This would put Bohr’s electron in the nucleus.

Bohr fit the data, with some element of truth, but his model is WRONG.

2.5 Derivations and Computations
2.5.1 Black Body Radiation Formulas *

(Not yet available.)

2.5.2 The Fine Structure Constant and the Coulomb Potential

We will now grapple for the first time with the problem of which set of units to use. Advanced texts
typically use CGS units in which the potential energy is

while the Standard International units

1 —e?

Vir) = dmeg T

We can circumvent the problem by defining the dimensionless fine structure constant «.

_ 1 62N 1
st = 47Teoﬁ_cwﬁ
_ €2N 1

adcGgs = T“L_CNE

So in either set of units the Hydrogen potential is

V) = —ahc

r
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2.6 Examples
2.6.1 The Solar Temperature *
Estimate the solar temperature using

e the solar radiation intensity on the earth of 1.4 kilowatts per square meter. (rgu, = 7 x 108
m, dgyn = 1.5 x 101! m)

e and the solar spectrum which peaks at about 500 nm.

First we compute the power radiated per unit area on the solar surface.
R = (1400W /m?)(47d?,,,)/(47r2,,.) = 6.4 x 10" W/m?
We compare this to the expectation as a function of temperature.

R(T) = (5.67 x 107 W /m?/ °K*) T

and get
T _ 6.4 x 107
5.67 x 10—8
T = 5800°K

Lets assume that E(\,T) peaks at 500 nm as one of the graphs shows. We need to transform
E(v,T). Remember f(v)dv = g(A)dA for distribution functions.

22 hv
E(wT) = 2 ohv/RT _ ]
dv | 2mv? hv
EAT) = ANl T2 em /AT _q
B V2 2m? hv B 2t hv
T e 2 /KT _ 1T T B /KT _q
This peaks when
Vo
ehv/kT _q
is maximum.
S Vo (h/kT)ev/FT B
ehv/KT — 1 (ehv/KT —1)2
5 ~ v(h/kT)ehv/*T

ehv/kT _ 1 - (ehu/kT _ 1)2

5(ehu/kT _ 1)
ohv /KT

5(1 — e /¥y = hy /kT

= h/kT
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Lets set y = hv/kT and solve the equation
y=5(1—eY)
I solved this iteratively starting at y=5 and got y = 4.97 implying
hy = 4.97kT
If we take A = 500 nm, them v = 6 x 104

hu (6.6 x 10734)(6 x 10'4) ,
5k (5)(1.4 x 10-23) .

That’s agrees well.

2.6.2 Black Body Radiation from the Early Universe *

Find the frequency v at which the the Emissive E(v,T) is a maximum for the 2.7 degree cosmic
background radiation. Find the wavelength A for which E(\, T') is a maximum.

The cosmic background radiation was produced when the universe was much hotter than it is
now. Most of the atoms in the universe were ionized and photons interacted often with the ions
or free electrons. As the universe cooled so that neutral atoms formed, the photons decoupled
from matter and just propagated through space. We see these photons today as the background
radiation. Because the universe is expanding, the radiation has been red shifted down to a much
lower temperature. We observe about 2.7 degrees. The background radiation is very uniform but
we are beginning to observe non-uniformities at the 10~° level.

From the previous problem, we can say that the peak \ occurs when

hv = 5kT
v = 5kT/h
(3 x 108)(6.6 x 10734)

A = ch/(BkT) = =1
ch/OT) = S A 0 myan
Similarly the peak in v occurs when
1.4 x 10723)(2.7
v = 2.85T/h = 14X JCT) 610100

(6.6 x 10-3%)

2.6.3 Compton Scattering *

Compton scattered high energy photons from (essentially) free electrons in 1923. He
measured the wavelength of the scattered photons as a function of the scattering angle. The figure
below shows both the initial state (a) and the final state, with the photon scattered by an angle 0
and the electron recoiling at an angle ¢. The photons were from nuclear decay and so they were of
high enough energy that it didn’t matter that the electrons were actually bound in atoms. We wish
to derive the formula for the wavelength of the scattered photon as a function of angle.
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(a) Before collision

(b) After coliision

We solve the problem using only conservation of energy and momentum. Lets work in units in
which ¢ =1 for now. We’ll put the ¢ back in at the end. Assume the photon is initially moving in
the z direction with energy E and that it scatters in the yz plane so that p, = 0. Conservation of
momentum gives

E = E'cos + p.cos ¢

and
E’sinf = p, sin ¢.

Conservation of energy gives
E+m=FE +/p2+m?

Our goal is to solve for E’ in terms of cos# so lets make sure we eliminate the ¢. Continuing from
the energy equation
E— B tmeZrm?
squaring and calculating p? from the components
E? + E? +m? —2EE' +2mFE — 2mE' = (E — E' cos6)? + (E'sin0)? + m?
and writing out the squares on the right side
E? + E” +m® —2EE' + 2mE — 2mE’ = E* + E”® — 2EE' cos 0 + m?
and removing things that appear on both sides
—2EE' +2mFE — 2mE’' = —2EFE’ cos 0

and grouping

m(E —E') = FEE'(1—cosf)
(E-E)  (1-cosb)
EFE' N m
1 1 (1 —cosb)

T D) m
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Since A = h/p = h/E in our fine units,
h
N —X=—(1—cosb).
m

We now apply the speed of light to make the units come out to be a length.

X—Az%(l—cos@)

These calculations can be fairly frustrating if you don’t decide which variables you want to keep and
which you need to eliminate from your equations. In this case we eliminated ¢ by using the energy
equation and computing p?.

2.6.4 Rutherford’s Nuclear Size *

If the positive charge in gold atoms were uniformly distributed over a sphere or radius 5 Angstroms,
what is the maximum « particle kinetic energy for which the a can be scattered right back in the
direction from which it came?

To solve this, we need to compute the potential at the center of the charge distribution relative to
the potential at infinity (which we will say is zero). This tells us directly the kinetic energy in eV
needed to plow right through the charge distribution.

1 Ze

The potential at the surface of the nucleus is Fr 2 where Z is the number of protons in the atom

and R is the nuclear radius. That’s the easy part. Now we need to integrate our way into the center.

0
1 Ze /1r3Ze

- 4meg R 4meg R3 r2 "
R

The g—i gives the fraction of the nuclear charge inside a radius r.

0
1 Ze 1
= — —— | Zerd
4meg R 47T€0R3/ erar
R
1 ﬁ n ﬁ _ 3Ze
~4meg \ R 2R)  8meoR
So
1. 1019 1. 1077
v (3)(79)( (ix 0~12C) _ 7 x 10 Nm/C
87(8.85 x 10~12C2/Nm?)R R

The is then the kinetic energy in eV needed for a particle of charge +e to plow right through the
center of a spherical charge distribution. The « particle actually has charge +2e so we need to
multiply by 2. For a nuclear radius of 5 Aor 5 x 107'° meters, we need about 680 eV to plow
through the nucleus. For the actual nuclear radius of about 5 Fermis or 5 x 10~® meters, we need
68 MeV to plow through.
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Lets compare the above SI units numbers to my suggested method of using the fine
structure constant... Putting in the alpha charge of 2e.

U 6Ze*  3Zahc  (3)(79)(1973)
8meR R (137)(5)

eV =683 eV

This is easier.

2.7 Sample Test Problems

1.

What is the maximum wavelength of electromagnetic radiation which can eject electrons from
a metal having a work function of 3 eV? (3 points)

Answer

The minimum photon energy needed to knock out an electron is 3 eV. We just need to convert
that to wavelength.

E = hv=3eV
v = <
A
2mh
7; € _ 3eV
2mhe 2m(1973eV A) .
A 3eV 3eV 000

* Based on classical electromagnetism and statistical mechanics, Rayleigh computed the energy
density inside a cavity. He found that, at a temperature T, the energy density as a function
of frequency was

Smu?

c3

u(y, T) = kgT.

Why is this related to black body radiation? Why was this in obvious disagreement with
observation?

What is the maximum wavelength of electromagnetic radiation which can eject electrons from
a metal having a work function of 2 eV?

* State simply what problem with black-body radiation caused Plank to propose the relation
E = hv for light.

The work function of a metal is 2 eV. Assume a beam of light of wavelength A is incident upon
a polished surface of the metal. Plot the maximum electron energy (in V) of electrons ejected
from the metal versus A in Angstroms. Be sure to label both axes with some numerical values.
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3 Diffraction

Feynman Lectures, Volume III, Chapter I.
Gasciorawicz does not really this.
Rohlf Chapters 5

Griffiths doesn’t cover this.

3.1 Diffraction from Two Slits

Water waves will exhibit a diffractive interference pattern in a 2 slit experiment as diagrammed
below. The diagram shows the crests of the water waves at some time. Downstream from the slits,
we will see constructive interference where the waves from the slits are in phase and destructive
interference where they are 180 degrees out of phase, for example where a crest from one slit meets
a trough from the other. The plot labeled I;5 shows the interference pattern at the location of the
absorber. Diffraction is a simple wave phenomenon.

"
9
|\
R
/ DETECTO I,
9 '))
© -
WAVE
SOURCE ))
2
WALL ABSORBER I, =Ihl®  I,=Ih+h,f°

Ia""z‘z

The diffraction of light was a well known phenomenon by the end of the 19th century and was well
explained in classical ElectroMagnetic theory since light was held to be a EM wave. The diffraction
pattern from two narrow slits is particularly easy to understand in terms of waves. The setup is
shown in the diagram below.
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EM waves of wavelength A\ are emitted from a single light-source, like a laser. They travel to two
narrow slits, (for simplicity) equidistant from the source, and a distance d apart. Light travels from
the slits to a detection screen. A diffraction pattern can be seen on the detection screen, like the
one shown in the picture below.

(a)

(h) x

The center of the diffraction pattern occurs at the location on the screen equidistant from each
slit where the waves from the two slits are in phase (because they have traveled exactly
the same distance) and the fields add, so the waves interfere constructively and there is an
intensity maximum. Some distance off this center of the diffraction pattern, there will be destructive
interference between waves from the two slits and the intensity will be zero. This will occur when
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the distance traveled by two waves differs by A/2, so the waves are 180 degrees out of phase
and the fields from the two slits cancel.

We can compute this location by looking at the above diagram. We assume that the distance to the
screen is much greater than d. For light detected at an angle 8, the extra distance traveled from
slit 1 is just dsinf. So the angle of the first minimum (or null) can be found from the equation
dsinf = 2.

2

More generally we will get a maximum if the paths from the slits differ by an integer
number of wavelengths dsinf = n\ and we will get a null when the paths differ by a half
integer number wavelengths. dsinf,,; = @

Although it is very difficult because electrons are charged, 2 slit electron diffraction has also
been observed.

(a)

So, all kinds of particles seem to diffract indicating there is some kind of wave involved. We will
now continue with some thought experiments on diffraction to illustrate the physics that Quantum
Mechanics needed to match.

* See Example 3.6.1: Derive the location of the nodes in the diffraction pattern from two narrow
slits a distance d apart. Now try to compute the intensity distribution.*
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3.2 Single Slit Diffraction

There are many other examples of diffraction. The picture below shows diffraction from a single slit
where waves from different parts of the slit interfere with each other. To get the field at some point
on the detection screen, one should integrate over the slit.

* See Example 3.6.2: Derive the location of the nodes in the diffraction pattern from one slit of
width a. Now try to compute the intensity distribution for single slit diffraction.*

3.3 Diffraction from Crystals

Electron waves were first demonstrated by measuring diffraction from crystals. Davison
and Germer observed diffraction of electrons from a Nickel crystal in 1928. They varied the electron
energy to measure the electron wavelength, agreeing well with the deBroglie expectation.

First we see diffraction from a single crystal.

Diffraction off polycrystalline material gives concentric rings instead of spots.
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Diffraction from crystals is a powerful tool. First we see x-ray diffraction from a single Sodium
Crystal which has periodic locations of the atoms.
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Another example of diffraction is shown below. Here neutrons diffract from a single Sodium
crystal.
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3.4 The DeBroglie Wavelength

The Lorentz transformation had been postulated for ElectroMagnetic waves before Einstein devel-
oped Special Relativity. The EM waves were entirely consistent with Relativity. For example, the
phase of an EM wave at some point is the same as at the Lorentz transformed point.

DeBroglie applied this Lorentz invariance requirement on the phase of matter waves to
determine what the wavelength must be. Its easy for us to derive the wavelength using 4-vectors.
Position and time form one 4-vector.

at = (ct, T)

Energy and momentum form another.

Recall that Lorentz vectors must be transformed but Lorentz scalars are automatically invari-
ant under transformations. For example the scalar formed by dotting the 4-momentum into itself
is

P'p. = —E? + p*c® = —m2ch.

The mass of a particle is clearly Lorentz invariant.

To compute the wavelength for our matter waves, lets use the scalar

play/c=—Et+p-&
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Its already easy to see that the phase in a wave like

GFT—Et)/h

is Lorentz invariant.

To read off the wavelength, lets pick off the part of the expression that corresponds to e2™(#/A=¥t)

We see that 27” = + and therefore the DeBroglie wavelength is.

\ 2 _h
p p
DeBroglie derived this result in 1923.
We can also read off the frequency v.
E
=—=F/h
v 27h /

This was in some sense the input to our calculation.

The deBroglie wavelength will be our primary physics input for the development of Quantum
Mechanics. Its not that this work was the most significant, but, this wavelength summarizes most
of what happened before 1923.

3.4.1 Computing DeBroglie Wavelengths

We usually quote the energy of a particle in terms of its kinetic energy in electron Volts, eV (or
Million electron Volts, MeV). The reason for this is that particles are usually accelerated to some
energy by an electric field. If T let an electron (or proton...) be accelerated through a 100 Volt
potential difference, it will have a kinetic energy of 100eV.

The whole problem of computing a deBroglie wavelength is to convert from kinetic energy to mo-
mentum. If you always want to be correct without any need for thinking, use the relativistically
correct formula for the kinetic energy

T = \/(mc2)? 4 p2c2 — mc?

and solve it for pc,

pe = /(T +mc?)? — (mc?)?
then use this handy formula to get the answer.

\_ ﬁ _ 2mhe
p pc

I remember that fic = 1973 eVA allowing me to keep the whole calculation in eV. I also know the

masses of the particles.
mec? = 0.51 MeV

mp,c® = 938.3 MeV
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(If T <<< mc?, make sure the precision of your calculator sufficient or use the non-relativistic
method below.)

If you know that the particle is super-relativistic, so that T >> mc?, then just use pc = T and
life is easy.

If you know that the particle is highly non-relativistic, T << mc?, then you can use T = % =

(po)® giving pc = v2mc2T.

2mc?

So, for example, compute the wavelength of a 100 eV electron. This is non-relativistic since 100 eV
ii 510000 eV. So pc = /106 x 100 €V or 10000 eV.
_ 271973 12000 19 A

A -
pc 10000

3.5 Wave Particle Duality (Thought Experiments)

Richard Feynman (Nobel Prize for Quantum ElectroDynamics...) presents several thought experi-
ments in his Lectures on Physics, third volume.

For our first thought experiment, we will consider two silt diffraction of light. Assume that
instead of using the screen, I use a sensitive photo-detector. I measure the intensity of light as
a function of position near the screen and find the same set of maxima and minima that I did using
my eyes.
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(a)

(h) X

Now lets turn down the intensity of the light source. For very low intensity I find that my detector
collects one photon at a time. It never collects half a photon. (With the right detector, I could
again verify that for each photon, the Photoelectric effect is seen and that E = hv.) So the waves
that are diffracting are somehow made up of photons. With a low enough intensity, I can assure
that only one photon is present in the apparatus at any time. I can operate my detector and
collect data over a long time, summing up the number of photons detected as a function of position.
What will I get for the distribution? I get exactly the same distribution as before with maxima and
minima. No matter how low the intensity, (1 particle/ minute!) we still see diffraction. We never
detect a fraction of an electron or a photon, only integer numbers.

How does a single photon interfere with itself? It must somehow travel through both slits.

Lets turn to electron diffraction for a minute. In our thought experiment we again have two slits.
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We use our detector to measure the diffraction pattern similar to the one for photons labeled Pjo
below. If we cover up slit 2 we get the distribution labeled P; and if we /emphtextcover up slit 1
we get the intensity distribution labeled P,. We could have done the same with our photons above.

Now we will try to see which slit each electron passes through. We put a bright light source near
the slits and detect light bouncing off the electron so we can see which slit it passes through.
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What distribution do we see now? Actually we will see P; + P» if we can tell which slit the electron
went through. Our observation of the electron as it passes through the slit has changed
the resulting intensity distribution. If we turn the light off, we go back to measuring P;5.

Can you explain why the light causes the diffraction pattern to disappear?
Is it the mere observation? Does the light change the phase of the electron?

There are many examples of an observer changing the result of a Quantum experiment. Indeed, it
is held that when a state is observed, its wave function collapses into the state “seen”. In this case,
all we had to do is turn on the light. We didn’t have to look.

Finally, we will do a two slit diffraction experiment with bullets. We must make slits big
enough for the bullets to pass through.
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No matter what distance between the slits we choose, we never observe diffraction for the bullets.
They always give the P; + P, pattern (probably different for the bullets). Can you explain this?
The bullet’s wavelength is much much smaller than the actual size of the bullet.

Why didn’t we see diffraction for the bullets. Bullets are macroscopic objects with huge momenta
compared to individual particles. High momentum implies a small deBroglie wavelength. So to see
diffraction, we must make the distance between the slits much smaller than we did for the photons
(perhaps 10?° times smaller). But bullets are also big. They only fit through big slits which
must them be further apart than the slits used for photons. For bullets, the wavelength is tiny
compared to any slit a bullet would fit through. Therefore no bullet diffraction is possible.

Feynman Lectures on Physics, Vol. III Chapter 1

3.6 Examples
3.6.1 Intensity Distribution for Two Slit Diffraction *

Derive the location of the nodes in the diffraction pattern from two narrow slits a distance d apart.
Now try to compute the intensity distribution.

This is an in lab exercise.

3.6.2 Intensity Distribution for Single Slit Diffraction *

Derive the location of the nodes in the diffraction pattern from one slit of width a. Now try to
compute the intensity distribution for single slit diffraction.

This is an in lab exercise.
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3.7 Sample Test Problems

1.

What is the deBroglie wavelength of an electron with 13.6 eV of kinetic energy? What is the
deBroglie wavelength of an electron with 10 MeV of kinetic energy?

Answer

13.6 eV is much less than mc? = 0.511MeV so this is non-relativistic.

- = 136
2.2
pc _
5 = 136
pc = 2mc?(13.6)
\ h  2nh  27hc 2rmhe
P D pe 2mc?(13.6)

_ 27 (1973 eV A) ~3.33 4
1/2(0.511 x 105 eV)(13.6 eV)

10 MeV is much bigger than mc? for an electron so it is super-relativistic and we can use
E = pc.

_ 2rhe  2m(197.3) MeV F)
- ope 10 MeV

A ~ 120 F

What is the DeBroglie wavelength for each of the following particles? The energies given are
the kinetic energies.

a) a 10 eV electron
b) a 1 MeV electron
¢) a 10 MeV proton

A 2 slit electron diffraction experiment is set up as (not) shown below. The observed electron
intensity distribution is plotted in the figure. Now an intense light source is introduced near the
two slits. With this light, it can be ”seen” which slit each electron goes through. Qualitatively
plot the new electron intensity distribution from each slit and from the 2 slits combined. What
is the condition on the wavelength of the light for this effect to occur?

. What is the DeBroglie wavelength for each of the following particles? The energies given are

the kinetic energies.

a) a1 eV electron
b) a 10* MeV proton

. What K.E. must a Hydrogen atom have so that its DeBroglie wavelength is smaller than the

size of the atom? (Factors of 2 are not important.)

Calculate the DeBroglie wavelength for (a) a proton with 10 MeV kinetic energy, (b) An
electron with 10 MeV kinetic energy, and (c) a 1 gram lead ball moving with a velocity of 10
cm/sec (one erg is one gram cm?/sec?). Be sure to take account of relativity where needed.
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4 The Solution: Probability Amplitudes

For EM waves, the intensity, and hence the probability to find a photon, is proportional to the
square of the fields. The fields obey the wave equation. The fields from two slits can add construc-
tively or destructively giving interference patterns. The E and B fields are 90 degrees out of phase
and both contribute to the intensity.

We will use the same ideas for electrons, although the details of the field will vary a bit because

electrons and photons are somewhat different kinds of particles. For both particles the wavelength

is given by

h

A=—
p

and the frequency by
E=hv =hw.

We will use a complex probability amplitude ¢ (z,t) for the electron. The real and imaginary
parts are out of phase like the EM fields. The traveling wave with momentum p and energy E then

is
Y(x, t) ox elhr=wt) — gilpe—Et)/h

The probability to find an electron is equal to the absolute square of the complex probability
amplitude.

P(:E,t) = W}(xvt”z

(We will overcome the problem that this probability is 1 everywhere for our simple wavefunction.)

We have just put in most of the physics of Quantum Mechanics. Much of what we do
for the rest of the course will be deduced from the paragraph above. Our input came
from deBroglie and Plank, with support from experiments.

Lets summarize the physics input again.

e Free particles are represented by complex wave functions with a relationship between their par-
ticle properties — energy and momentum, and their wave properties — frequency and wavelength
given by Plank and deBroglie.

e The absolute square of the wavefunction gives the probability distribution function. Quantum
Mechanics only tells us the probability.

e We can make superpositions of our free particle wave functions to make states that do not
have definite momentum. We will find that any state can be made from the superposition of
free particle states with different momentum.

We now have a wave-particle duality for all the particles, however, physics now only tells us
the probability for some quantum events to occur. We have lost the complete predictive power of
classical physics.

Gasiorowicz Chapter 1

Rohlf Chapter 5
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Griffiths 1.2, 1.3

Cohen-Tannoudji et al. Chapter

4.1 Derivations and Computations
4.1.1 Review of Complex Numbers

This is a simple review, but, you must make sure you use complex numbers correctly. One of the
most common mistakes in test problems is to forget to take the complex conjugate when computing
a probability.

A complex number ¢ = a + ib consists of a real part a and an imaginary part ib. (We choose a and
b to be real numbers.) i is the square root of -1.

The complex conjugate of ¢ is ¢* = a — ib. (Just change the sign of all the i.)

The absolute square of a complex number is calculated by multiplying it by its complex conjugate.
lc|? = c¢*c = (a —ib)(a +ib) = a® + iab — iab + b* = a* + b*
This give the magnitude squared of the complex number. The absolute square is always real.

We will use complex exponentials all the time.
e = cosf+isind

e = cosf—isinf

You can verify that the absolute square of these exponentials is always 1. They are often called a
phase factor.

10 _—i0 —i6

T and cosf =
X2

We can write sinf =

eie te
2
As with other exponentials, we can multiply them by adding the exponents.

ezkme—zwt — ez(kw—wt)

4.1.2 Review of Traveling Waves

A normal traveling wave may be given by

cos(kz — wt).

The phase of the wave goes through 27 in one wavelength in x. So the wavelength \ satisfies

kX = 27.
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Similarly the phase goes through 27 in one period 7 in time.

wT =27

w is the angular frequency. It changes by 27 every cycle. The frequency v increases by 1 every cycle
SO

w = 2mv.

There is no reason to memorize these equations. They should be obvious.

Lets see how fast one of the peaks of the wave moves. This is called the phase velocity. At time
t = 0, there is a peak at x = 0. This is the peak for which the argument of cosine is 0. At time

t = 1, the argument is zero when kxr = wt or at x = 7. If we compute the phase velocity by taking

Az
i e get

w
Uphase = 7~
P k

That is, one of the peaks of this wave travels with a velocity of ¢.

In non-relativistic QM, we have hk = p, E = hw, and E = Vil SO

2m>

E  R%k%  hk?
k = — = = —
w( ) h 2mh 2m

You may remember that a pulse will move at the group velocity which is given by

dw 2hk Rk p
'Ug: E = == — = —,

2m m m

(The phase velocity for the non-relativistic case is v, = 5=

4.2 Sample Test Problems

1. Write down the two (unnormalized) free particle wave functions for a particle of kinetic energy
E. Include the proper time dependence and expressions for other constants in terms of E.
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5 Wave Packets

Gasiorowicz Chapter 2
Rohlf Chapters 5
Griffiths Chapter 2

Cohen-Tannoudji et al. Chapter

5.1 Building a Localized Single-Particle Wave Packet

We now have a wave function for a free particle with a definite momentum p
W(x,t) = P BN/ — gitke—wt)

where the wave number k is defined by p = Rk and the angular frequency w satisfies £ = hw. It is
not localized since P(x,t) = |¢(x,t)|? = 1 everywhere.

We would like a state which is localized and normalized to one particle.

/ UV (z, ) (x, t)de =1

To make a wave packet which is localized in space, we must add components of different wave
number. Recall that we can use a Fourier Series (See section 5.6.1) to compose any function f(z)
when we limit the range to —L < x < L. We do not want to limit our states in x, so we will take the
limit that L — oco. In that limit, every wave number is allowed so the sum turns into an integral.
The result is the very closely related Fourier Transform (See section 5.6.2)

fz) = / A(k)e* dk

¥~
3

with coefficients which are computable,
A(k) = L 7f(;v)eikmdx
V2m )

The normalizations of f(x) and A(k) are the same (with this symmetric form) and both can
represent probability amplitudes.

/OO (@) f(z)dx = 7 A*(k)A(k)dk

We understand f(z) as a wave packet made up of definite momentum terms e”**. The coefficient
of each term is A(k). The probability for a particle to be found in a region dz around some value of
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x is |f(x)|?dz. The probability for a particle to have wave number in region dk around some value
of k is |A(k)|*dk. (Remember that p = fik so the momentum distribution is very closely related. We
work with & for a while for economy of notation.)

5.2 Two Examples of Localized Wave Packets
Lets now try two examples of a wave packet localized in k and properly normalized at ¢t = 0.

1. A “square” packet: A(k) = % for ko — § <k < ko + § and 0 elsewhere.

2. A Gaussian packet: A(k) = (70‘)1/4 a(k—ko)?

These are both localized in momentum about p = hkg.

Check the normalization of (1).

a
2

00 ko+
/ |A(K)2dk = 1 / dk=ta=1
a a

a
2

Check the normalization of (2) using the result for a definite integral of a Gaussian (See section

56.3) [ dxe ot = /T,

a

r %a [ 2
J Yy e T S EY A
™ T «

So now we take the Fourier Transform of (1) right here.

Kot
flz) = Ak)e* dk = —— [ e**dk
\/ﬂ \/_\/_
%

_ 1 1 ikz1koT3 1 1 ikox |: iax/2 7iaz/2:|
) = V2ma tx [e }ko_% - V2ra iz ‘ ‘

_ 11 gnle. . fax\] _ [a@ .28 (%)
f(:v) o Voma ia:e [228111( 2 )} - 27re axr

Note that QSir;(zT) is equal to 1 at * = 0 and that it decreases from there. If you square this,
it should remind you of a single slit diffraction pattern' In fact, the single slit gives us a square

Sin

localization in position space and the F.T. is this —w function.

The Fourier Transform of a Gaussian (See section 5.6.4) wave packet A(k) = (?a)l/4 —a(k—ko)* jg

L \VA L
f@) = () e

2T
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also a Gaussian. We will show later that a Gaussian is the best one can do to localize a particle in
position and momentum at the same time.

In both of these cases of f(z) (transformed from a normalized A(k) localized in momentum space)
we see

e A coefficient which correctly normalizes the state to 1,
o k0% _ 3 wave corresponding to momentum hkg,

e and a packet function which is localized in =x.

We have achieved our goal of finding states that represent one free particle. We see that we can
have states which are localized both in position space and momentum space. We achieved this by
making wave packets which are superpositions of states with definite momentum. The wave packets,
while localized, have some width in x and in p.

5.3 The Heisenberg Uncertainty Principle

The wave packets we tried above satisfy an uncertainty principle which is a property of waves.
That is AkAzxz > %

For the “square” packet the full width in k is Ak = a. The width in « is a little hard to define, but,
lets use the first node in the probability found at % = 7 or z = 27” So the width is twice this or
Ax = 47”. This gives us

AkAx =47

which certainly satisfies the limit above. Note that if we change the width of A(k), the width of
f(z) changes to keep the uncertainty product constant.

For the Gaussian wave packet, we can rigorously read the RMS width of the probability distri-
bution as was done at the end of the section on the Fourier Transform of a Gaussian (See section
5.6.4).

Va
1

Via

Oz

We can again see that as we vary the width in k-space, the width in x-space varies to keep the

product constant.
1

OO0k = 3

2
The Gaussian wave packet gives the minimum uncertainty. We will prove this later.
If we translate into momentum p = hk, then
Ap = hAk.

So the Heisenberg Uncertainty Principle states.



103

ApAzx >

oS

It says we cannot know the position of a particle and its momentum at the same time and tells us
the limit of how well we can know them.

If we try to localize a particle to a very small region of space, its momentum becomes uncertain. If
we try to make a particle with a definite momentum, its probability distribution spreads out over
space.

5.4 Position Space and Momentum Space

We can represent a state with either ¢ (z) or with ¢(p). We can (Fourier) transform from one to the
other.

We have the symmetric Fourier Transform.

1 r tkx
1 Ji —ikx
A(k) = E_/ f(;v)e k dzr

When we change variable from k to p, we get the Fourier Transforms in terms of x and p.

) = 1 r eipw/ﬁ
blz) = —%_/ H(p)e”*/ dp

b(p) = — / blz)e P/

V2rh

These formulas are worth a little study. If we define u,(z) to be the state with definite momen-
tum p, (in position space) our formula for it is

1 .
up () = ——=eP*/",

Similarly, the state (in momentum space) with definite position z is

1 —ipx
vz(p) = \/ﬁe px/h

These states cannot be normalized to 1 but they do have a normalization convention which is satisfied
due to the constant shown.
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Our Fourier Transform can now be read to say that we add up states of definite momentum
to get ¥(x)

wm:/¢@%m@

and we add up states of definite position to get ¢(p).

wm:/wmw@w

There is a more abstract way to write these states. Using the notation of Dirac, the state with

definite momentum py, uyo(x) = 17Th eo?/" might be written as

Ipo)

and the state with definite position x1, v41(p) = \/2171_—56_@11/5 might be written

|71).

The arbitrary state represented by either ¢ (x) or ¢(p), might be written simple as
|4).

The actual wave function v (z) would be written as
() = (z[1)).

This gives us the amplitude to be at x for any value of x.

We will find that there are other ways to represent Quantum states. This was a preview. We will
spend more time on Dirac Bra-ket notation (See section 6.4) later.

5.5 Time Development of a Gaussian Wave Packet *

So far, we have performed our Fourier Transforms at ¢ = 0 and looked at the result only at ¢ = 0.
We will now put time back into the wave function and look at the wave packet at later times. We
will see that the behavior of photons and non-relativistic electrons is quite different.

a(k—Fko)?

Assume we start with our Gaussian (minimum uncertainty) wavepacket A(k) = e~ at

t = 0. We can do the Fourier Transform to position space, including the time dependence.

oo

U(x,t) = / A(k)ettkz=w®)b) g

— 00

We write explicitly that w depends on k. For our free particle, this just means that the energy

depends on the momentum. For a photon, £ = pc, so hw = hkc, and hence w = kc. For an

P p? h2k> hk?
non-relativistic electron, £ = £-, so hw = %%, and hence w = 2.
? 2m? 2m 2m
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To cover the general case, lets expand w(k) around the center of the wave packet in k-space.

dw 1 dPw

k) =wlko) + — | (k—ko)+ = —

(k — ko)?

We anticipate the outcome a bit and name the coefficients.
w(k) = wo + vy(k — ko) + B(k — ko)?

For the photon, vy = c and 8 = 0. For the NR electron, vy = hko and g = 2i

m m

Performing the Fourier Transform (See section 5.6.5), we get

T ) 7(m7u9t)2
1/}($7t) — i eZ(kOI*WOt) e A(atist)
o+ ipt
—a(z—v t)2
Wb = e T,

/a2 + B2t2
We see that the photon will move with the velocity of light and that the wave packet will not

disperse, because 3 = 0.

For the NR electron, the wave packet moves with the correct group velocity, v, = %, but the

wave packet spreads with time. The RMS width is 0 = y/a? + (25—"2)2

A wave packet naturally spreads because it contains waves of different momenta and hence different
velocities. Wave packets that are very localized in space spread rapidly.

5.6 Derivations and Computations
5.6.1 Fourier Series *

Fourier series allow us to expand any periodic function on the range (—L, L), in terms of sines
and cosines also periodic on that interval.

f(z) = i Ay, cos (n_zx) + i By, sin (n_zx)
n=0 n=1

Since the sines and cosines can be made from the complex exponentials, we can equally well use
them for our basis for expansion. This has the nice simplification of having only one term in the
sum, using negative n to get the other term.

f(z) = Z anei"%

n=—oo

The exponentials are orthogonal and normalized over the interval (as were the sines and cosines)

1 inwTax —immx
— e L e L dr=0un
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so that we can easily compute the coeflicients.

L
1 —inn
anzﬁ/f(:c)e T dx
“L

In summary, the Fourier series equations we will use are

fa)= 37 anet

and
L
1 f( ) 7in7rmd
A 5T x)e T
—L

We will expand the interval to infinity.

5.6.2 Fourier Transform *

To allow wave functions to extend to infinity, we will expand the interval used

L — oo.
As we do this we will use the wave number
nmw
k= —.
L

As L — 0., k can take on any value, implying we will have a continuous distribution of k. Our sum
over n becomes an integral over k.

dk = %dn.

If we define A(k) = \/gLan, we can make the transform come out with the constants we want.

fl@)= 3 ane™* Standard Fourier Series

T .
ap, = % ) f(z)e™ T dx Standard Fourier Series

L

L v
A, = \/EL% f f(x)e —T— dx redefine coefficient
L
L IMNTE
An:%ff(x)e L dx
L

f@)=y31 X Ape Tt f stays the same
flx) = % [ A(k)ett= Lqg but is rewritten in new A and dk
flz) = % | A(k)e?**dk result
A(k) = \/% [ f(x)e*2dz result
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This is just the extension of the Fourier series to all x.
If f(x) is normalized, then A(k) will also be normalized with this (symmetric) form of the Fourier

Transform. Thus, if f(z) is a probability amplitude in position-space, A(k) can be a probability
amplitude (in k-space).

5.6.3 Integral of Gaussian

This is just a slick derivation of the definite integral of a Gaussian from minus infinity to infinity.
With other limits, the integral cannot be done analytically but is tabulated. Functions are available
in computer libraries to return this important integral.

The answer is

/ dz e~ = \/E
a
Define -
1= / dx e
Integrate over both = and y so that
I2 = / d(E 6_1112 / dy e—ay2 = / / dxdy e—a(m2+y2)'

Transform to polar coordinates.

2 r —ar?
I“ =2r rdr e
0

T 1
7r/ d(r?) e =g [——e“"z] _r
a o @
0

Now just take the square root to get the answer above.

o0

/ do e=%° = \/E
a

— 00

Other forms can be obtained by differentiating with respect to a.
o T 0
P
g dr e~ — < 1
Oda / ve da\ a
— 00

oo

1
/ dr z2e™%" = — il
20\ a

— 00
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5.6.4 Fourier Transform of Gaussian *

We wish to Fourier transform the Gaussian wave packet in (momentum) k-space A(k) =

(27"‘)1/4 e=(k=k0)* {5 get f(z) in position space. The Fourier Transform formula is

1 22\ T 2
_ o= —a(k—ko) lkzdk

1=z (5) [ e
Now we will transform the integral a few times to get to the standard definite integral of a Gaussian
for which we know the answer. First,

K =k—ko
which does nothing really since dk’ = dk.
a \1/4 T 2
f(!E) _ (_) ezkgw / e—a(k:—k:g) ez(k:—kro)mdk
2m3
e T
flx) = (;Ls) ethox / ek ik T !
s

Now we want to complete the square in the exponent inside the integral. We plan a term like

"2
e~k g0 we define
kl/ _ k/ _ E

20

Again dk” = dk’ = dk. Lets write out the planned exponent to see what we are missing.

. 2 2
—ak -2 z—ak'2+ik’x+x—
20 4o

2
We need to multiply by e~ 4= to cancel the extra term in the completed square.

f(z) = (%)1/46““””/ emolk = 2)% o~z gp
™

That term can be pulled outside the integral since it doesn’t depend on k.

o0

1/4 . 22 ,
fz) = (%) etkore=ia / e~ R qr
s

— 00

So now we have the standard Gaussian integral which just gives us \/g .

a4 fmo 2
f@) = (ga) |aee®

1AV L e
N WROT o I
(2#@) c e

s
—~
8
~—
|
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Lets check the normalization.
r [1 [ e 1
2 _z*
de =/ — adr =1/ —V2ar =1
/ |f(x)|*dx 5 / e 2adx 5o am
Given a normalized A(k), we get a normalized f(x).

The RMS deviation, or standard deviation of a Gaussian can be read from the distribution.

1 (z=X)2
P(z) = e 22
V2mo?

Squaring f(z), we get

=
&l
N

e
2T

Reading from either the coefficient or the exponential we see that

0r = Va

P(k) = 1/ 22 e—2atk—ko)?,
™

Reading from the coeflicient of the exponential, we get

For the width in k-space,

1
Vo

We can see that as we vary the width in k-space, the width in x-space varies to keep the product
constant.

O =

1
Oz0k — 5
Translating this into momentum, we get the limit of the Heisenberg Uncertainty Principle.
h
Og0p = 5
In fact the Uncertainty Principle states that
h
0z0p > 3

so the Gaussian wave packets seem to saturate the bound!

5.6.5 Time Dependence of a Gaussian Wave Packet *

Assume we start with our Gaussian (minimum uncertainty) wavepacket A(k) = e—olk=ko)® a¢ ¢ = 0.
We are not interested in careful normalization here so we will drop constants.

oo

U(x,t) = / A(k)etkz=w®)b) g

— 00
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We write explicitly that w depends on k. For our free particle, this just means that the energy
depends on the momentum. To cover the general case, lets expand w(k) around the center of the
wave packet in k-space.

1d%w

(k) = wlko) + S|, ko) + 5

Sk O — ho)?

We anticipate the outcome a bit and name the coefficients.

w(k) = wo + vg(k — ko) + B(k — ko)?

We still need to do the integral as before. Make the substitution ¥’ = k — ko giving A(k') = ek
Factor out the constant exponential that has no k' dependence.

Y(a,t) = effon ot / A(k/)ei(klz*”gt)efik,zﬁt dk’
¢($, t) = eflhormd / e_o‘kQei(k'w—vgt)e—ik’2ﬂt dk’
Yz, t) = ei(koz—wot) / o~ la—iBtk"? Li(K z—vgt) g1t

We now compare this integral to the one we did earlier (so we can avoid the work of completing
the square again). Dropping the constants, we had

[e%S)
. 2 . _ 22
f(.I) — ezkom / e ak ezk zdk/ _ ezkome 1=

— 00

Our new integral is the same with the substitutions kox — kox — wot, 'z — k'(x — v4t), and
a — (a+ift). We can then write down the answer

. —(z—vgt)?
P(x,t) = W'ﬁt ¢ilkor—wot) o tagibn
a+1
—(@—vgt)?  —(z—vgt)?
[Y(z, t)> = \/ il 3 \/ il 5 ¢ Tt ¢ Aa=iFD
a+ift\ a—1
—a(xz—wv t)2
W )P = ——f e

5.6.6 Numbers

The convenient unit of energy (mass and momentum too) is the electron volt.

leV = 1.602 x 1072 erg = 1.602 x 10~ Joule



111

Use the fine structure constant to avoid CGS units which are used in the textbook.

62

= _— =1/137
@ he /

This combination saves a lot of work.
he = 1973 eVA = 197.3MeVF
1A=10x10""m
1Fermi = 1.0 x 10~"°m
The Bohr radius gives the size of the Hydrogen atom.

h
amec
my = 938.3MeV /¢
my, = 939.6MeV/c2
me = 0.511MeV /¢’

=0.529 x 107 °m

apg =

5.6.7 The Dirac Delta Function

The Dirac delta function is zero everywhere except at the point where its argument is
zero. At that point, it is just the right kind of infinity so that

/ dr f(x) 8(x) = £(0).

This is the definition of the delta function. It picks of the value of the function f(x) at the point
where the argument of the delta function vanishes. A simple extension of the definition gives.

o0

[ e 1(a) 6w - a) = f1a)

— 00

The transformation of an integral allows us to compute

[ s fa) s(g(a)) = l@f@)]
A dz g(x)=0

the effect of the argument being a function.

If we make a wave packet in p-space using the delta function, and we transform to position space,

™

17 . 1
)= —— 5(p — ezpm/hd — engz/h
v m/(p e =

we just get the state of definite p.

This is a state of definite momentum written in momentum space. d(p — po)
: : _ _1 i(pxr—Et)/h

Its Fourier transform is ¢, (z,t) = T ©

This is a state of definite position written in position space. §(z — xg)
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5.7 Examples
5.7.1 The Square Wave Packet

Given the following one dimensional probability amplitude in the position variable x, compute the
probability distribution in momentum space. Show that the uncertainty principle is roughly satisfied.

for —a < x < a, otherwise ¢ (z) = 0.

/ 1/)*1/de:/ ida::l
2a

Its normalized.

Take the Fourier Transform.

B S S B,
W= / N
= 1 __1 —ikx “
o0 = =5
= 1 e*ika_eika
#i) = z‘k\/m[ ]
oK) = — - [-2isinka] = /L Stk

ikv4dma Ta k

Now estimate the width of the two probability distributions.

Az = 2a

1 sin®(ka)
Ta k2

2

Ak = —
a

AzAk =47

|o(k)|* =

5.7.2 The Gaussian Wave Packet *

Given the following one dimensional probability amplitude in the position variable x, compute the
probability distribution in momentum space. Show that the uncertainty principle is roughly satisfied.

W) = (2)F e/
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5.7.3 The Dirac Delta Function Wave Packet *

Given the following one dimensional probability amplitude in the position variable x, compute the
probability distribution in momentum space. Show that the uncertainty principle is roughly satisfied.

() = d(x — o)

5.7.4 Can I “See” inside an Atom

To see inside an atom, we must use light with a wavelength smaller than the size of the atom. With
normal light, once a surface is polished down to the .25 micron level, it looks shiny. You can no
longer see defects. So to see inside the atom, we would need light with A\ = % =0.1 A

_ o
Po= 00

2rhe 271973
pc = 0l - 01 = 120000 eV

This is more than enough kinetic energy to blow the atom apart. You can’t “see” inside.

A similar calculation can be made with the uncertainty principle.

]

ApAz > 5
I
A(pc)Ax > EC

he
> 7
AE, > 2Ax

h
E, > —— = 10000eV
2(0.14)

The binding energy is 13 eV, so this will still blow it apart.
So we can’t “watch” the inside of an atom.

We can probe atoms with high energy photons (for example). These will blow the atoms apart, but
we can use many atoms of the same kind. We learn about the internal structure of the atoms by
scattering particles off them, blowing them apart.

5.7.5 Can I “See” inside a Nucleus

In a similar fashion to the previous section, £, > % = 1000 MeV.
The binding energy per nucleon is a few MeV, so, we will also blow nuclei apart to look carefully

inside them. We again can just use lots of nuclei to allow us to learn about internal nuclear structure.
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5.7.6 Estimate the Hydrogen Ground State Energy

The reason the Hydrogen atom (and other atoms) is so large is the essentially uncertainty principle.
If the electron were confined to a smaller volume, Ap would increase, causing p to increase on
average. The energy would increase not decrease.

We can use the uncertainty principle to estimate the minimum energy for Hydrogen. This is not a
perfect calculation but it is more correct than the Bohr model. The idea is that the radius must be
larger than the spread in position, and the momentum must be larger than the spread in momentum.

r > Ax

p > Ap=_—

2
e ahce
V = —-—— = ——
(r) =—— "
Lets estimate the energy
_ p? ahce
2m r
and put in the effect of the uncertainty principle.
pr = h
2 h
p - P _ ahep
2m h
»?
EFE = ——acp
2m

Differentiate with respect to p and set equal to zero to get the minimum.

dE P
— = ——ac=0
dp m
p = amc
2, .2 2, .2
E = O‘;nc —ozzmc2:—a7;w = —13.6 eV

Note that the potential energy is just (-2) times the kinetic energy (as we expect from the Virial
Theorem). The ground state energy formula is correct.

We can also estimate the radius.

L h_ h ke  1973eV A(137)

= =0.534
p  amc amc? 511000eV

The ground state of Hydrogen has zero (orbital) angular momentum. It is not moving in a circular
orbit as Bohr hypothesized. The electron just has a probability distribution that is spread out over
about 1 A. If it were not spread out, the energy would go up.
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5.8 Sample Test Problems

1. A nucleus has a radius of 4 Fermis. Use the uncertainty principle to estimate the kinetic energy
for a neutron localized inside the nucleus. Do the same for an electron.
Answer

ApAz =~ h
pr=h
Try non-relativistic formula first and verify approximation when we have the energy.

2 2 2 2
g P _ hm (he) _ (197.3MeV'F) ~1.3MeV
2m  2mr?2  2mc?r?2 2(940MeV)(4F)?

This is much less than 940 MeV so the non-relativistic approximation is very good.

The electron energy will be higher and its rest mass is only 0.51 MeV so it WILL be relativistic.
This makes it easier.

pr=~h
he  197.3MeVF
be=s AF ¢
2. * Assume that the potential for a neutron near a heavy nucleus is given by V(r) = 0 for
r > 5 Fermis and V(r) = =V} for r < 5 Fermis. Use the uncertainty principle to estimate the

minimum value of Vy needed for the neutron to be bound to the nucleus.

3. Use the uncertainty principle to estimate the ground state energy of Hydrogen.
Answer

ApAz =~ h

pr~h

»? 2 »? 2
“om  r  om ®?

(We could have replaced p equally well.) Minimize.

dE _ p e? —0
dp m h
B me?
P="5
p? €2 B m2et  met B me*  met B met
T2m R 2mR® R 2 RE 2R
o2
“7 e
e? = ahc
E= —1a2m02

4. * Given the following one dimensional probability amplitudes in the position variable x, com-
pute the probability distribution in momentum space. Show that the uncertainty principle is
roughly satisfied.
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10.

11.

12.

13.

14.

15.

16.
17.

a YP(x) = \/12—a for —a <z < a, otherwise ¢ (z) = 0.

bw(> (2)% emon™/?
U(x) = d(x — o)

Use the Heisenberg uncertainty principle to estimate the ground state energy for a particle of
mass m in the potential V(z) = Lka?.

* Find the one dimensional wave function in position space ¥(x) that corresponds to ¢(p) =
6(p — po)-

* Find the one dimensional wave function in position space ¥ (x) that corresponds to ¢(p) =
\/% for —b < p < b, and ¢(p) = 0 otherwise.

* Assume that a particle is localized such that (x) = % for 0 < x < a and that ¢¥(z) =0
elsewhere. What is the probability for the particle to have a momentum between p and p+ dp?

A beam of photons of momentum p is incident upon a slit of width a. The resulting diffraction
pattern is viewed on screen which is a distance d from the slit. Use the uncertainty principle
to estimate the width of the central maximum of the diffraction pattern in terms of the variables
given.

* The wave-function of a particle in position space is given by ¥(z) = d(x — a). Find the
wave-function in momentum space. Is the state correctly normalized? Explain why.

* A particle is in the state (x) = Ae—=*/2_ What is the probability for the particle to have
a momentum between p and p + dp?

A hydrogen atom has the potential V(r) = 72 . Use the uncertainty principle to estimate the

ground state energy.

* Assume that ¢(p) = \/% for |p| < a and ¢(p) = 0 elsewhere. What is ¢)(x)? What is the
probability to find the particle between x and x + dx?

The hydrogen atom is made up of a proton and an electron bound together by the Coulomb
potential, V(r) = ’TeQ It is also possible to make a hydrogen-like atom from a proton and
a muon. The force binding the muon to the proton is identical to that for the electron but
the muon’s mass is 106 MeV/c2. Use the uncertainty principle to estimate the energy and the
radius of the ground state of muonic hydrogen.

* Given the following one dimensional probability amplitudes in the momentum representa-
tion, compute the probability amplitude in the position representation, 1(x). Show that the
uncertainty principle is satisfied.

) ¥(p) = \/% for —a < p < a, ¥(p) = 0 elsewhere.
(b) ¥(p) = 8(p — po)
) (2)1e—r’/?

* Assume that ¢(p) = §(p — po). What is ¢(z)? What is < p* >? What is < 2% >?
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6 Operators

Operators will be used to help us derive a differential equation that our wave-functions must satisfy.
They will also be used in almost any Quantum Physics calculation.

An example of a linear operator (See section 7.5.1) is a simple differential operator like a%, which
we understand to differentiate everything to the right of it with respect to z.

6.1 Operators in Position Space

To find operators for physical variables in position space, we will look at wave functions with definite
momentum. Our state of definite momentum py (and definite energy Fy) is

1
upO(Ia t) = \/ﬁ

We can build any other state from superpositions of these states using the Fourier Transform.

ei(pomeot)/ﬁ.

M%ﬂ:/MM%@ﬁ@

6.1.1 The Momentum Operator

We determine the momentum operator by requiring that, when we operate with pé"p ) on upo(x, 1),

we get pg times the same wave function.

p(op)upO ((E, t) = PoUpo (JI, t)

This means that for these definite momentum states, multiplying by pé"p ) is the same as multiplying

by the variable p. We find that this is true for the following momentum operator.

h 0

(op) = 2 2
i 0x

We can verify (See section 6.6.1) that this works by explicit calculation.

If we take our momentum operator and act on a arbitrary state,

pWW@ﬂ:WM/MMM@ﬁ@:/¢@p%@ﬁ@

it gives us the right p for each term in the integral. This will allow us to compute expectation values
for any variable we can represent by an operator.
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6.1.2 The Energy Operator

We can deduce and verify (See section 6.6.2) the energy operator in the same way.

0
Eop) — 5~
ot

6.1.3 The Position Operator

What about the position operator, 2(°?)? The answer is simply

2P — 4

when we are working in position space with up(z,t) = ﬁei(m“*‘%t)/h (as we have been above).

6.1.4 The Hamiltonian Operator

We can develop other operators using the basic ones. We will use the Hamiltonian operator
which, for our purposes, is the sum of the kinetic and potential energies. This is the non-relativistic
case.

Since the potential energy just depends on z, its easy to use. Angular momentum operators will
later be simply computed from position and momentum operators.

6.2 Operators in Momentum Space

If we want to work in momentum space, we need to look at the states of definite position to find
our operators. The state (in momentum space) with definite position zg is

1

vgo(p) = Tﬂﬁe_imo/h
The operators are
2lop) — zhﬁ
op
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and
ploP) = p.

The (op) notation used above is usually dropped. If we see the variable p, use of the operator is
implied (except in state written in terms of p like ¢(p)).

Gasiorowicz Chapter 3
Griffiths doesn’t cover this.

Cohen-Tannoudji et al. Chapter

6.3 Expectation Values

Operators allow us to compute the expectation value of some physics quantity given the wavefunc-
tion. If a particle is in the state 1 (z,t), the normal way to compute the expectation value of

fx) is

oo

@)y = / P(2)f (x)de = / ¥ (@)(e) f(z)de.

— 00

We can move the f(z) between just before ) anticipating the use of linear operators.

@)y = / (@) f(z) (e)de

If the variable we wish to compute the expectation value of (like p) is not a simple function of x, let
its operator act on 1 (x). The expectation value of p in the state ¢ is

B)s = (Wlplp) = / 5 (@)pP () de

The Dirac Bra-ket notation (See section 6.4) shown above is a convenient way to represent the
expectation value of a variable given some state.

* See Example 6.7.1: A particle is in the state o(x) = (- e™0%e= 35 What is the expectation

value of p?*

For any physical quantity v, the expectation value of v in an arbitrary state v is

(Wlol) = / (@) () de
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The expectation values of physical quantities should be real.
Gasiorowicz Chapter 3
Griffiths Chapter 1

Cohen-Tannoudji et al. Chapter

6.4 Dirac Bra-ket Notation

A state with definite momentum p. |p)
A state with definite position z. |x)
The “dot product” between two abstract states ¥ and s.

(Wale) = / Winda

This dot product projects the state 12 onto 11 and represents the amplitude to go from o to ;.

To find the probability amplitude for our particle to by at any position z, we dot the state of definite
x into our state ¥. ¥(x) = (z|v)

To find the probability amplitude for our particle to have a momentum p, we dot the state of definite
2 into our state ¥. ¢(p) = (p|v)

6.5 Commutators

Operators (or variables in quantum mechanics) do not necessarily commute. We can see our first
example of that now that we have a few operators. We define the commutator to be

[p,z] = px —ap

(using p and x as examples.)

We will now compute the commutator between p and x. Because p is represented by a differential

operator, we must do this carefully. Lets think of the commutator as a (differential) operator too, as
generally it will be. To make sure that we keep all the a% that we need, we will compute [p, x|y (z)

then remove the ¢ (z) at the end to see only the commutator.

h 0 h 0

p.al0(e) = prd(e) - wp(e) = T ow(@) - 7 5o()



palvte) = 7 (v + a5 -2 ) R

7

So, removing the 1(x) we used for computational purposes, we get the commutator.

[p, 7] :g

Later we will learn to derive the uncertainty relation for two variables from their commutator.
Physical variable with zero commutator have no uncertainty principle and we can know both of
them at the same time.

We will also use commutators to solve several important problems.

We can compute the same commutator in momentum space.

d d d h
, T = ,ih—|p =1ih | p—¢p — — =ih(—0) = —
palo = inglo=in (ppo— Sop0) =in-0) = o
h
y L = =
pal = 1
The commutator is the same in any representation.
* See Example 6.7.2: Compute the commutator [E, ¢].*
* See Example 6.7.3: Compute the commutator [E, x].*
* See Example 6.7.4: Compute the commutator [p, 2"].*
* See Example 6.7.5: Compute the commutator of the angular momentum operators [L,, L,].*

Gasiorowicz Chapter 3
Griffiths Chapter 3

Cohen-Tannoudji et al. Chapter

6.6 Derivations and Computations

6.6.1 Verify Momentum Operator

e =

p(OP)L i(pox—FEot)/h _ hﬁ 1 ei(pow—Eot)/h
21h i 0x /21

" g

L 1P ipor—mot)/n

= o ei(Pom*Eot)/h
Vorh i R V2rh
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6.6.2 Verify Energy Operator

1 ; 1 —1FEy
Elop) __— ilpor—Eot)/h _ i 0 ilpox—Eot)/h
V2rh V2rh h
1 .
_ EO ez(pom—Eot)/ﬁ
V2rh

6.7 Examples

6.7.1 Expectation Value of Momentum in a Given State

. 22
A particle is in the state (x) = (L)l/4 etkoTe—i5 . What is the expectation value of p?

2T

We will use the momentum operator to get this result.

W = Wiplw) = / O (@)p P () de

o 1/4 1/4
_ 1 —ikl():E —ﬁ h 6 1 ikow —ﬁ
N / (271'04) € ¢ 1 0r \ 2ma e indr

1/2 o0
(21 ) E / e—ikome—% geikome—%dx
TQ 7 i

— 00

1 \"?n 7 " 2 [ 2 2 2
= — — e~ "MTeTaa | jkpe' e e — — "¢ T 1a | dx
21 i 4o

1/2 o0
1 h . _ 22 20 _ a2
= (%) i / (’koe i 2"‘)‘“

The second term gives zero because the integral is odd about z = 0.

1 1/2h T )
i) = () %[ (e ) o
1\ /2
(Ylply) = (—) hkoV2ma = hkg
2T«

Excellent.

6.7.2 Commutator of I and ¢t

Again use the crutch of keeping a wave function on the right to avoid mistakes.

Btz t) = (ih%t—tiﬁ%)w(x,t)
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= iz, t) + (zht% - zﬁt%) ¥(z,t)

Removing the wave function, we have the commutator.

[E,t] =ih
6.7.3 Commutator of F and z

Again use the crutch of keeping a wave function on the right to avoid mistakes.

ot ot

o ., 0
= (zﬁaz& zfm:&) P(x,t) =0

(B, z]p(z,t) = (mﬁx - xmﬁ> b(,t)

or __
Since 5 =0.

6.7.4 Commutator of p and z"

We can use the commutator [p, ] to help us. Remember that pz = xp + [p, x].

[p,x"] = pa" —2a"p
= ()t —ap
= apz" '+ [p,a]a" T —a"p
= alpr)a" 2+ e %
= 2’pa" 7 +alp,ala" 7 + [pafa Tt —a"p
= 2%pa" % 4 2[p, 2]z — 2"p
= 23pa" 3 + 3]p, ]:E" L_zmp
= a"p+nfpala”t —a"p
h

It is usually not wise to use the differential operators and a wave function crutch to compute
commutators like this one. Use the known basic commutators when you can. Nevertheless,
we can compute it that way.

. RO ZhO h
[pJ? ]Z/J—;%l’ Y- Z%U)—Znﬂ? (0

h
[p7 xn] _ _'nxn—l
(3

It works pretty well for this particular case, but not if I have p to some power...
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6.7.5 Commutator of L, and L,

Angular momentum is defined by

L=#xp.
So the components of angular momentum are
Lz = TPy — YPzx
Lo = yp= — zpy
Ly = 2p; — zp..

We wish to compute [Lg, L,] which has all the coordinates and momenta in it.

The only operators that do not commute are the coordinates and their conjugate momenta.

[z,y] =0
[pz, Pyl =0
[pi, 7] = 75@'
So now we just need to compute.
[Lza Ly] = [ypz — ZPy, ZPx — Ipz]

[YP=, 2pz| — [Yp=, Tp=] — [2Dy, 2D2] + [2Dy, TD-]

= y[pzuz]pw_o_o'i_x[zupz]py

h

= ;(ypz —apy) = ihL,

It is not necessary (or wise) to use the differential operators and a wave function crutch to compute
commutators like this one. Use the known basic commutators when you can.

6.8 Sample Test Problems

1. The absolute square of a wave function for a free particle is given as:

a —a(z—v.t)? a24p2s2?
Y (z, 1) = @ 1520 © (vt )

Find the expected value of x as a function of time. Find the expected value of 22 as a function
of time. Compute the RMS x-width of this wave packet as a function of time.
2. Find the commutator [p, e"*0*] where kq is a constant and the second operator can be expanded

0

ikoxr __ (ikoz)™

as et = E -
n=0

3. Which of the following are linear operators?
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e O1p(z) =1/¢(x)

o Ox¢(x) 8?)?)

o Os3¢(z) = 2*¢(x)

o Osp(z) = —(z +a)

. For a free particle, the total energy operator H is given by H = p?/2m. Compute the commu-
tators [H,x] and [H,p]. If a particle is in a state of definite energy, what do these commutators
tell you about how well we know the particle’s position and momentum?

. Find the commutator [z, p3].

. Compute the commutator [H, z%] where H is the Hamiltonian for a free particle.
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7 The Schrodinger Equation

Schrodinger developed a differential equation for the time development of a wave function.
Since the Energy operator has a time derivative, the kinetic energy operator has space derivatives,
and we expect the solutions to be traveling waves, it is natural to try an energy equation. The
Schrédinger equation is the operator statement that the kinetic energy plus the potential
energy is equal to the total energy.

7.1 Deriving the Equation from Operators

For a free particle, we have

om T
n? 92 .0
“omaz? = My

Lets try this equation on our states of definite momentum.

2
e o 1 i(pox—Eot)/h _ ; 9 1 ¢t (Pox—Eot)/h

g —inl -
2m 0x% \/27h ot \/2rh

The constant in front of the wave function can be removed from both sides. Its there for normaliza-
tion, not part of the solution. We will go ahead and do the differentiation.

2 2 .
_ 7 00 iwor—Boty/n _ i1 ZHEO ipoa—mot)/n
2
2m h h

2
&ei(PofE—Eot)/h — Eoei(Pom—Eot)/h
2m



127

2
Our wave function will be a solution of the free particle Schrodinger equation provided Ey = Qp—;’l.

This is exactly what we wanted. So we have constructed an equation that has the expected wave-
functions as solutions. It is a wave equation based on the total energy.

Adding in potential energy, we have the Schrédinger Equation

—h? 0%(x, t .
%% +V(z)y(x,t) =ih

o(z,t)
ot

or

where

is the Hamiltonian operator.

In three dimensions, this becomes.

2 -
U@ 1) = V() + V@ = n 2420

We will use it to solve many problems in this course.

So the Schrodinger Equation is, in some sense, simply the statement (in operators) that the kinetic
energy plus the potential energy equals the total energy.

7.2 The Flux of Probability *

In analogy to the Poynting vector for EM radiation, we may want to know the probability current
in some physical situation. For example, in our free particle solution, the probability density is
uniform over all space, but there is a net flow along the direction of the momentum.

We can derive an equation showing conservation of probability (See section 7.5.2), by differentiating
P(z,t) = ¢¥*1¢ and using the Schrodinger Equation.

OP(z,t) n 9j(z,t)

ot Eraa

This is the usual conservation equation if j(z,t) is identified as the probability current.

h 0 oy*
o) = g |05 - 5

ox ox

This current can be computed from the wave function.
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If we integrate if over some interval in x

b

/%dw__/bamw

a a

b
E P({E,t)diE:](I:a,t)—]($:b,t)

a

the equation says that the rate of change of probability in an interval is equal to the probability flux
into the integral minus the flux out.

Extending this analysis to 3 dimensions,

with

JE 1) = o= [0 F 0OV ) — w7 OV (7, 1)

7.3 The Schrodinger Wave Equation

The normal equation we get, for waves on a string or on water, relates the second space derivative
to the second time derivative. The Schrédinger equation uses only the first time derivative,
however, the addition of the ¢ relates the real part of the wave function to the imaginary part, in
effect shifting the phase by 90 degrees as the 2nd derivative would do.

oY(x,t)

—h? 9%y(x,t)
o1

2m  Oz?

+V(x)y(x,t) =ih
The Schrodinger equation is built for complex wave functions.

When Dirac tried to make a relativistic version of the equation, where the energy relation is a bit
more complicated, he discovered new physics.

Gasiorowicz Chapter 3
Griffiths Chapter 1

Cohen-Tannoudji et al. Chapter

7.4 The Time Independent Schrodinger Equation

Second order differential equations, like the Schrodinger Equation, can be solved by separation of
variables. These separated solutions can then be used to solve the problem in general.
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Assume that we can factorize the solution between time and space.
P(z,t) = u(x)T(t)
Plug this into the Schrodinger Equation.

2 2’LL T
<% aax(z ) + V(:E)u(fc)) T(t) = ihu(x) agit)

Put everything that depends on x on the left and everything that depends on ¢ on the right.

_r2 8%u(z
(52 + Vi) o

@) = T =const. = F

Since we have a function of only z set equal to a function of only ¢, they both must equal a
constant. In the equation above, we call the constant E, (with some knowledge of the outcome).
We now have an equation in ¢ set equal to a constant

LOT(t)

which has a simple general solution,
T(t) = Ce PP
and an equation in x set equal to a constant
—h? 0%u(x)

2m 0z

which depends on the problem to be solved (through V(z)).

+ V(x)u(z) = E u(x)

The z equation is often called the Time Independent Schréodinger Equation.

—_h2 0u(x)
2m  Ox2

+ V(z)u(z) = FE u(x)

Here, F is a constant. The full time dependent solution is.

Y(x,t) = u(z)e P

* See Example 7.6.1: Solve the Schrodinger equation for a constant potential 17.*

7.5 Derivations and Computations
7.5.1 Linear Operators

Linear operators L satisfy the equation
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L(ay + bg) = aLp + bLo

where a and b are arbitrary constants and v and ¢ are arbitrary wave-functions. A multiplicative
constant is a simple linear operator. Differential operators clearly are linear also.

An example of a non-linear operator (which we will not use) is N which has the property

Ny =42,

7.5.2 Probability Conservation Equation *

Start from the probability and differentiate with respect to time.

OP(z,t) 0 . _ [ovr L0y
8 2wt = | Gre-v
Use the Schrédinger Equation
—h? 0%y L0y
%w + V(ib)w = Zha
and its complex conjugate

+V(2)* = —ih

2m Ox2 ot

(We assume V' (z) is real. Imaginary potentials do cause probability not to be conserved.)

Now we need to plug those equations in.

OP(z,t) 1 [h* 9%y~ . —h* 0% i
% i {% 92 Y= V(z)y Gl W‘*‘V@W 1/1]
1R [0%r U A LOY
—ﬁ%[axﬂ‘w@]—%a—x{aﬂ‘%—x]

This is the usual conservation equation if j(z,t) is identified as the probability current.

OP(z,t) n 0j(x,t)
ot Ox

o[ Lop oyt
%[w or  or w]

=0

j(xvt) =

7.6 Examples
7.6.1 Solution to the Schrodinger Equation in a Constant Potential

Assume we want to solve the Schrédinger Equation in a region in which the potential is constant
and equal to V. We will find two solutions for each energy E.
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We have the equation.

2 02 T

TN Vo) = Bota)
2 T m

T _ 2 e - oyta)

Remember that z is an independent variable in the above equation while p and E are constants to
be determined in the solution.

For E > Vj, there are solutions
ikx

and
e—zk;ﬂ

if we define k by the equation ik = ++/2m(E — Vj). These are waves traveling in opposite directions
with the same energy (and magnitude of momentum).

We could also use the linear combinations of the above two solutions
sin(kx)

and
cos(kx).

There are only two linearly independent solutions. We need to choose either the exponentials or the
trig functions, not both. The sin and cos solutions represent states of definite energy but contain
particles moving to the left and to the right. They are not definite momentum states. They will be
useful to us for some solutions.

The solutions are also technically correct for £ < Vy but k becomes imaginary. Lets write the
solutions in terms of fik = ifik = \/2m(Vy — E) The solutions are

enx

and

e T,

These are not waves at all, but real exponentials. Note that these are solutions for regions where
the particle is not allowed classically, due to energy conservation; the total energy is less than the
potential energy. We will use these solutions in Quantum Mechanics.

7.7 Sample Test Problems
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8 Eigenfunctions, Eigenvalues and Vector Spaces

8.1 Eigenvalue Equations

The time independent Schrodinger Equation is an example of an Eigenvalue equation.

The Hamiltonian operates on u(z) the eigenfunction, giving a constant E the eigenvalue, times
the same function. (Eigen just means the same in German.)

Usually, for bound states, there are many eigenfunction solutions (denoted here by the index 7).

H vy = By

For states representing one particle (particularly bound states) we must require that the solutions
be normalizable. Solutions that are not normalizable must be discarded. A normalizable wave
function must go to zero at infinity.

Y(c0) =0

In fact, all the derivatives of ¥ must go to zero at infinity in order for the wave function to stay at
Z€ro.

We will prove later that the eigenfunctions are orthogonal (See section 8.7.1) to each other.

(Yilh;) = 6ij

/°° P (@)p(z)de = 1

We will assume that the eigenfunctions form a complete set so that any function can be written
as a linear combination of them.

Y = a1 + aoths + azths + ...

b= Z ;)
im1

(This can be proven for many of the eigenfunctions we will use.)
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Since the eigenfunctions are orthogonal, we can easily compute the coefficients in the expansion
of an arbitrary wave function 1.

wzl'@b ¢z| Z a]w_] Z wzl'ﬁb] Zézja] = o

We will later think of the eigenfunctions as unit vectors in a vector space (See section 8.4). The
arbitrary wave function 1) is then a vector in that space.

aq
(&%)
Qs

P =

It is instructive to compute the expectation value of the Hamiltonian using the expansion of
1) and the orthonormality of the eigenfunctions.

(VIHY) Z<ai1/1i|H|04ﬂ/)j> = Z<aﬂ/1i|04jH1/)j>
= Za o Ei(Yilv5) Za a; Ejdi
Za o B = Z|az| E;

We can see that the coefficients of the eigenstates represent probability amplitudes to be
in those states, since the absolute squares of the coefficients o «; obviously give the probability.

8.2 Hermitian Conjugate of an Operator

First let us define the Hermitian Conjugate of an operator H to be H. The meaning of this
conjugate is given in the following equation.

([Hp) = / (@) Hi(@)de = (| Hp) = (HTp[)

That is, H must operate on the conjugate of 1) and give the same result for the integral as when
H operates on .

The definition of the Hermitian Conjugate of an operator can be simply written in Bra-Ket
notation.

(AToly) = (¢l Av)

Starting from this definition, we can prove some simple things. Taking the complex conjugate

(]AT) = (AY|g)
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Now taking the Hermitian conjugate of Af.

((ah)" plg) =

(4!

(Ay[¢)

=A

If we take the Hermitian conjugate twice, we get back to the same operator.

Its easy to show that

(AA)tT = At

and
(A+B)f

just from the properties of the dot product.

We can also show that

= A"+ Bt

(AB)" = Bt Al
(6|ABY) = (AT¢|By) = (BT AT¢|y)
* See Example 8.8.1: Find the Hermitian conjugate of the operator a + ib.*
* See Example 8.8.2: Find the Hermitian conjugate of the operator %*

8.3 Hermitian Operators

A physical variable must have real expectation values (and eigenvalues). This implies that
the operators representing physical variables have some special properties.

By computing the complex conjugate of the expectation value of a physical variable, we can easily
show that physical operators are their own Hermitian conjugate.

(WH )"

/w VY

(Hyly) =
HT

(V|HY) =

) dx = (Hl)

/w J(H(x

(Hpp)

=H

Operators that are their own Hermitian Conjugate are called Hermitian Operators.

HT

=Hd
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8.4 Eigenfunctions and Vector Space

Wavefunctions are analogous to vectors in 3D space. The unit vectors of our vector space are
eigenstates.

In normal 3D space, we represent a vector by its components.

3
F=xityjt+zi=Y ri
=1

The unit vectors 4; are orthonormal,
’&i . ’ﬁj = 5ij

where §;; is the usual Kroneker delta, equal to 1 if i = j and otherwise equal to zero.

Eigenfunctions — the unit vectors of our space — are orthonormal.
(Wily) = bi;

We represent our wavefunctions — the vectors in our space — as linear combinations of the
eigenstates (unit vectors).

b= o
1=1

b= Bt
j=1

In normal 3D space, we can compute the dot product between two vectors using the components.

R
71 T2 = T1%2 + Y1Y2 + 2122

In our vector space, we define the dot product to be

(Wlo) = Q_auhil Y Biy) = DD aiBilwhilyy)
i=1 j=1 i=1 j=1
= Y D B =Y aipi
i=1 j=1 i=1

We also can compute the dot product from the components of the vectors. Our vector space is a
little bit different because of the complex conjugate involved in the definition of our dot product.

From a more mathematical point of view, the square integrable functions form a (vector) Hilbert
Space. The scalar product is defined as above.

o0

(Gl = / dréty

— 00

The properties of the scalar product are easy to derive from the integral.

(BlY) = (Wlo)*
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(@At + Aot2) = A (BlYh1) + A2 (oleh2)
(161 + A2d2|Y)) = AT (1) + A3(d2|))
(1|9) is real and greater than 0. It equals zero iff » = 0. We may also derive the Schwartz inequality.

(P1]h2) < /(W1 |91) (Palth2)

Linear operators take vectors in the space into other vectors.

Y= Ay

8.5 The Particle in a 1D Box

As a simple example, we will solve the 1D Particle in a Box problem. That is a particle confined
to a region 0 < < a. We can do this with the (unphysical) potential which is zero with in those
limits and +o0o outside the limits.

~J 0O O0<z<a
Viz) = { oo elsewhere

Because of the infinite potential, this problem has very unusual boundary conditions. (Normally
we will require continuity of the wave function and its first derivative.) The wave function must be
zero at x = 0 and & = a since it must be continuous and it is zero in the region of infinite potential.
The first derivative does not need to be continuous at the boundary (unlike other problems), because
of the infinite discontinuity in the potential.

The time independent Schrédinger equation (also called the energy eigenvalue equation) is

Hu; = Fju;
with the Hamiltonian (inside the box)
h d?
T 2mda?
Our solutions will have
u; =0

outside the box.

The solution inside the box could be written as
Wi = eikm
;=
where k can be positive or negative. We do need to choose linear combinations that satisfy
the boundary condition that u;(z = 0) = u;(x =a) =0.

We can do this easily by choosing
uj = Csin(kx)
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which automatically satisfies the BC at 0. To satisfy the BC at x = a we need the argument of sine
to be nr there.

u, = C'sin (@)
a
Plugging this back into the Schrédinger equation, we get
—r* n2r?

%(— p )C'sin(kz) = EC sin(kx).

There will only be a solution which satisfies the BC for a quantized set of energies.
n2m2h?

2ma?

E, =

We have solutions to the Schrédinger equation that satisfy the boundary conditions. Now we need
to set the constant C' to normalize them to 1.

a
nmwx

— 12 . 2 (NTX _1n2e
(un|ug) = |C| /sm ( - )dw |C| 5

0

Remember that the average value of sin? is one half (over half periods). So we set C' giving us the
eigenfunctions

The first four eigenfunctions are graphed below. The ground state has the least curvature and the
fewest zeros of the wavefunction.

Particle in a Box Eigenfunctions

u(x)

:ISIZISIDD
A WODN -
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Note that these states would have a definite parity if z = 0 were at the center of the box.

The expansion of an arbitrary wave function in these eigenfunctions is essentially our original
Fourier Series. This is a good example of the energy eigenfunctions being orthogonal and covering
the space.

8.5.1 The Same Problem with Parity Symmetry

a

If we simply redefine the position of the box so that —§ < x < g,

symmetry under the Parity operation.

then our problem has

T — —x
The Hamiltonian remains unchanged if we make the above transformation. The Hamiltonian com-
mutes with the Parity operator.
[H,P]=0
This means that (Pu;) is an eigenfunction of H with the same energy eigenvalue.
Thus, it must be a constant times the same energy eigenfunction.
Pu; = cu;

The equations says the energy eigenfunctions are also eigenfunctions of the parity operator.

If we operate twice with parity, we get back to the original function,

P2Ui = Uy
so the parity eigenvalues must be +1.
Pui = :|:1’U,i
The boundary conditions are
a
7/1(i§) =0.

This gives two types of solutions.

s+

S

S~—
I

\/gcos ((2n —a1)m)

S
3
o
S—

Il
e

&.

=

7N

)
2|5
8

~~__

&
+
Il
™
3
|
=
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Together, these are exactly equivalent to the set of solutions we had with the box defined
to be from 0 to a. The u;(x) have eigenvalue +1 under the parity operator. The u,, (z) have
eigenvalue -1 under the parity operator.

This is an example of a symmetry of the problem, causing an operator to commute with the
Hamiltonian. We can then have simultaneous eigenfunctions of that operator and H. In this case
all the energy eigenfunctions are also eigenstates of parity. Parity is conserved.

An arbitrary wave function can be written as a sum of the energy eigenfunctions recovering the
Fourier series in its standard form.

V() =Y (ATl (@) + ALy (2)]

n=1

8.6 Momentum Eigenfunctions

We can also look at the eigenfunctions of the momentum operator.
Poptip(z) = pup()

h d
7 %UP(‘T) = puy(z)

The eigenstates are
up(x) = Ce're/h

with p allowed to be positive or negative.
These solutions do not go to zero at infinity so they are not normalizable to one particle.

(plp) = (uplup) = o0
This is a common problem for this type of state.
We will use a different type of normalization for the momentum eigenstates (and the
position eigenstates).

Wlp) =ICP [ eIz —2ehiCPop - p)

— 00

Instead of the Kronecker delta, we use the Dirac delta function. The momentum eigenstates have
a continuous range of eigenvalues so that they cannot be indexed like the energy eigenstates of a
bound system. This means the Kronecker delta could not work anyway.

These are the momentum eigenstates
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satisfying the normalization condition

(P'lp) =0(p—p)

For a free particle Hamiltonian, both momentum and parity commute with H. So we can make
simultaneous eigenfunctions.

[Hap] =0
[H,P] =0

We cannot make eigenfunctions of all three operators since

[P, p] # 0.

So we have the choice of the e"** states which are eigenfunctions of H and of p, but contain positive
and negative parity components. or we have the sin(kz) and cos(kz) states which contain two
momenta but are eigenstates of H and Parity. These are just different linear combinations of the
same solutions.

ikx

8.7 Derivations and Computations
8.7.1 Eigenfunctions of Hermitian Operators are Orthogonal

We wish to prove that eigenfunctions of Hermitian operators are orthogonal. In fact we will first do
this except in the case of equal eigenvalues.

Assume we have a Hermitian operator A and two of its eigenfunctions such that

A1 = a1y
Ai/fz = 021/12-

Now we compute (12| A1) two ways.

(V2| A1) = ai(h2|hr)
(Yol Apr) = (Aha|h1) = az(9althr)

Remember the eigenvalues are real so there’s no conjugation needed.

Now we subtract the two equations. The left hand sides are the same so they give zero.

0 = (a2 — ay)(Y2]h1)

If a1 # ag then
(Ya|91) = 0.
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The eigenfunctions are orthogonal.

What if two of the eigenfunctions have the same eigenvalue? Then, our proof doesn’t work.
Assume (1)2]1)1) is real, since we can always adjust a phase to make it so. Since any linear combination
of 91 and 1) has the same eigenvalue, we can use any linear combination. Our aim will be to choose
two linear combinations which are orthogonal. Lets try

Yy = 12 (1 + 1b2)
1
Yo = 5 (Y1 —2)

Sl =S

SO

Wilp-) = (1 =14 ({(Y1]th2) — (W2|¢1)))
((¥1l1p2) — (Y2ltb1)) = 0.

N =N —

This is zero under the assumption that the dot product is real.
We have thus found an orthogonal set of eigenfunctions even in the case that some of the

eigenvalues are equal (degenerate). From now on we will just assume that we are working with
an orthogonal set of eigenfunctions.

8.7.2 Continuity of Wavefunctions and Derivatives

We can use the Schrédinger Equation to show that the first derivative of the wave function
should be continuous, unless the potential is infinite at the boundary.

—h? d?

%d—;f =(E-V(x))y
) 2

= W) - By

Integrate both sides from just below a boundary (assumed to be at = 0) to just above.
—+e€

+ed2 5
Yz = 2" [ (@) - Bypdz — 0

a2 T T
Let € go to zero and the right hand side must go to zero for finite potentials.
dip dip

dx dx =0

—€

+e

Infinite potentials are unphysical but often handy. The delta function potential is very handy, so we
will derive a special continuity equation for it. Assume V(x) = Vpo(x). Integrating the Schrodinger
Equation, we get
Ty om |
m

—€ —€
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As before, finite terms in the right hand integral go to zero as ¢ — 0, but now the delta function
gives a fixed contribution to the integral.

dy
dx

2 ()

dip
| =7

te dx

—€

There is a discontinuity in the derivative of the wave function proportional to the wave
function at that point (and to the strength of the delta function potential).

8.8 Examples
8.8.1 Hermitian Conjugate of a Constant Operator

If we have the operator O = a + ib where a and b are real, what is its Hermitian conjugate? By the
definition of the Hermitian conjugate

(¢lOv) = (O%elv).

It is easy to see from the integral that

(@ —ib)gly) = (¢l(a +ib)y) = (a +ib)(¢|¢)

So the Hermitian conjugate of a constant operator is its complex conjugate.

8.8.2 Hermitian Conjugate of 8%

We wish to compute the Hermitian conjugate of the operator 2. We will use the integral to derive

ox”
the result. -
9 _ w2 OU(@)
(o535 0) = [ o022
We can integrate this by parts, differentiating the ¢ and integrating to get .
(s
d

So the Hermitian conjugate of 8% s — 55

a% > = [¢* (2)9(2)]=, — 7 6¢;ix)w(:v)d$ = <5_f¢‘ ¢>

Note that the Hermitian conjugate of the momentum operator is %5—2 which is the same as the

original operator. So the momentum operator is Hermitian.

8.9 Sample Test Problems

1. A particle is confined to a box of length L in one dimension. It is initially in the ground state.
Suddenly, one wall of the box is moved outward making a new box of length 3L. What is the
probability that the particle is in the ground state of the new box? You may find it useful to
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know that [ sin(Ax)sin(Bx)dz = Sinégﬁ:g))w) — Sinééjig))w)

Answer

L 3L
P o= [uf? )P

L L
i Sy = /\/zsinw—xwisinw—x—i/sinw—xsinﬂd:v
o 1%0 B L7 LV3L 3L 3L L 3L
4 0

2 [sm?—; sm‘?—gr_ 2 3L(, o 1 47r)
0

T BL | 2z T oz BLar "3 T2
VB (V3 1=vBY) 9
ool 2 2 2 87
81
P = —
6472

2. A particle of mass m is in a 1 dimensional box of length L. The particle is in the ground state.
The size of the box is suddenly (symmetrically) expanded to length 3L. Find the probability
for the particle to be in the ground state of the new potential. (Your answer may include an
integral which you need not evaluate.) Find the probability to be in the first excited state of
the new potential.

3. Two degenerate eigenfunctions of the Hamiltonian are properly normalized and have the fol-
lowing properties.

Hyy = Eor
Hvyy = Egipo
Py = —ih
Py = —ih

What are the properly normalized states that are eigenfunctions of H and P? What are their
energies?

4. Find the first (lowest) three Energy eigenstates for a particle localized in a box such that
0 < = < a. That is, the potential is zero inside the box and infinite outside. State the
boundary conditions and show that your solutions satisfy them. Normalize the solutions to
represent one particle in the box.

5. A particle is in the first excited state of a box of length L. What is that state? Now one
wall of the box is suddenly moved outward so that the new box has length D. What is the
probability for the particle to be in the ground state of the new box? What is the probability
for the particle to be in the first excited state of the new box?

6. * Assume that ¢(p) = §(p — po). What is 1(z)? What is < p? >? What is < 22 >?

7. For a free particle, the Hamiltonian operator H is given by H = pgp /2m. Find the functions,
¥(x), which are eigenfunction of both the Hamiltonian and of p. Write the eigenfunction
that has energy eigenvalue Ey and momentum eigenvalue py. Now write the corresponding
eigenfunctions in momentum space.



144

10.

11.

12.

. * A particle of mass m is in a 1 dimensional box of length L. The particle is in the ground

state. A measurement is made of the particle’s momentum. Find the probability that the
value measured is between py and po + dp.

. A particle of mass m is in a constant potential V(x) = —Vj for all x. What two operators

commute with the Hamiltonian and can therefore be made constants of the motion? Since these
two operators do not commute with each other, there must be two ways to write the energy
eigenfunctions, one corresponding to each commuting operator. Write down these two forms
of the eigenfunctions of the Hamiltonian that are also eigenfunctions of these two operators.

A particle is confined to a ”box” in one dimension. That is the potential is zero for x between
0 and L, and the potential is infinite for x less than zero or x greater than L.

a) Give an expression for the eigenfunctions of the Hamiltonian operator. These are the

time independent solutions of this problem. (Hint: Real functions will be simplest to use
here.)

b) Assume that a particle is in the ground state of this box. Now one wall of the box is
suddenly moved from x = L to x = W where W > L. What is the probability that the
particle is found in the ground state of the new potential? (You may leave your answer
in the form containing a clearly specified integral.)

A particle of mass m is in a 1 dimensional box of length L. The particle is in the ground state.
The size of the box is suddenly expanded to length 3L. Find the probability for the particle to
be in the ground state of the new potential. (Your answer may include an integral which you
need not evaluate.) Find the probability to be in the first excited state of the new potential.
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9 One Dimensional Potentials

9.1 Piecewise Constant Potentials in 1D

Several standard problems can be understood conceptually using two or three regions with constant
potentials. We will find solutions in each region of the potential. These potentials have simple
solutions to the Schrodinger equation. We must then match the solutions at the boundaries
between the regions. Because of the multiple regions, these problems will require more work with
boundary conditions than is usual.

9.1.1 The General Solution for a Constant Potential

We have found the general solution of the Schrédinger Equation in a region in which the potential
is constant (See section 7.6.1). Assume the potential is equal to Vj and the total energy is equal to
E. Assume further that we are solving the time independent equation.

—h? Pu(z
U | Voule) = Bula)
d2u(;v) _ _2m(E — Vb)u(m)
d$2 h2

For E > Vj, the general solution is

u(z) = Aetikr | Be~ike

with k = w positive and real. We could also use the linear combination of the above two

solutions.
u(z) = Asin(kx) + B cos(kx)

We should use one set of solutions or the other in a region, not both. There are only two linearly
independent solutions.

The solutions are also technically correct for E < Vj but k becomes imaginary. For simplicity,

lets write the solutions in terms of kK = 4/ W, which again is real and positive. The general

solution is
u(r) = Ae™ + Be "7,

These are not waves at all, but real exponentials. Note that these are solutions for regions where
the particle is not allowed classically, due to energy conservation; the total energy is less than the
potential energy. Nevertheless, we will need these solutions in Quantum Mechanics.

9.1.2 The Potential Step

We wish to study the physics of a potential step for the case E > V.

. 0 =z<0
V(I)_{+Vo x>0
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For this problem, both regions have E > V| so we will use the complex exponential solutions in both
regions. This is essentially a 1D scattering problem. Assume there is a beam of particles with
definite momentum coming in from the left and assume there is no flux of particles coming from
the right.

For x < 0, the solution is

u(x) _ eikm +Re—ikm
2mE
h2

k=

Note we have assumed the coefficient of the incident beam is 1. (Multiplying by some number does
not change the physics.) For z > 0 the solution is

u'(z) = Teik'=

(Note that a beam coming from the right, would have given a e~ %' term for z > 0.)

Energy

eikx + Re—ikx -I-eik’x

V(X)

inci transmitted
incident wave — r—
] reflected

SR
0 X

There are two unknown coefficients R and T" which will be determined by matching boundary
conditions. We will not require normalization to one particle, since we have a beam with definite
momentum, which cannot be so normalized. (A more physical problem to solve would use an
incoming wave packet with a spread in momentum.)

Continuity of the wave function at x = 0 implies
1+R=T.

The exponentials are all equal to 1 there so the equation is simple.
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Continuity of the derivative of the wavefunction at x = 0 gives
like™ — ikRe™™"),_o = [ik'Te™ *],—g
Evaluate and plug in T from the equation above. We can solve the problem.

k(1-R)=k(1+R)
(k+k)R=(k—k)

The coefficients are

k— K
= vw

2%
T=1+R=:"4

We now have the full solution, given our assumption of particles incident from the left.

ik k—k' —ikx
e + e <0
u(z) = { kt+k!

- 2k ik'x
e x>0

Classically, all of the particles would be transmitted, continuing on to infinity.

In Quantum Mechanics, some probability is reflected.

k—k\?
Prcﬂcction - |R|2 - ( >

k4K

(Note that we can simply use the coefficient of e~*** because the incoming term has a coefficient of
1 and because the reflected particles are moving with the same velocity as the incoming beam.)

If we wish to compute the transmission probability, the easy way to do it is to say that its

4kK'
Ptransmission =1- Preﬂection = m

We'll get the same answers for the reflection and transmission coefficients using the probability flux
(See section 9.7.1) to solve the problem.

The transmission probability goes to 1 one k = k' (since there is no step). The transmission
probability goes to 0 for k' = 0 (since the kinetic energy is zero).

9.1.3 The Potential Well with E >0 *

With positive energy, this is again a scattering type problem, now with three regions of the potential,
all with £ > V.
0 Tz < —a
V)= -V —a<z<a
0 T >a
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Numbering the three regions from left to right,

’LL1(£L') _ eikm +Re—ikw
uy(z) = Ae’¥'® 4 Bt
uz(z) = Te*®

Again we have assumed a beam of definite momentum incident from the left and no wave
incident from the right.

Aé‘k’x + Bé’k’x

dx 4 R Energy T

transmitted
] reflected !

ey

Incident wave>
() ——

= X

V(X)

-V,

0

There are four unknown coefficients. We now match the wave function and its first derivative
at the two boundaries yielding 4 equations.

Some hard work yields reflection and transmission amplitudes (See section 9.7.2)

(k'? — k%) sin(2k'a)
2kk! cos(2k'a) — i(k"? + k2) sin(2ka)
2kk
2kk’ cos(2k'a) — i(k'? + k2) sin(2k'a)

R = i672zka

T = —2ika

The squares of these give the reflection and transmission probability, since the potential is
the same in the two regions.

Again, classically, everything would be transmitted because the energy is larger than the
potential. Quantum mechanically, there is a probability to be transmitted and a probability to be
reflected. The reflection probability will go to zero for certain energies: R — 0 if

2k'a =nm
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k’/ 2m(E — VQ)
= 3
n2n2h?
E=—
Vot 8ma?

There are analogs of this in 3D. The scattering cross section often goes to zero for certain particular
energies. For example, electrons scattering off atoms may have nearly zero cross section at some
particular energy. Again this is a wave property.

9.1.4 Bound States in a Potential Well *

We will work with the same potential well as in the previous section but assume that —Vp < E < 0,
making this a bound state problem. Note that this potential has a Parity symmetry. In the left
and right regions the general solution is

with

—2mFE
n?

The e~ term will not be acceptable at —oco and the e term will not be acceptable at +o0o since
they diverge and we could never normalize to one bound particle.

ui(x) = Cre™

us(x) = Cze "™

In the center we’ll use the sine and cosine solutions anticipating parity eigenstates.

us(x) = Acos(kz) + Bsin(kx)
o [
h

Again we will have 4 equations in 4 unknown coefficients.



150

The calculation (See section 9.7.3) shows that either A or B must be zero for a solution. This
means that the solutions separate into even parity and odd parity states. We could have
guessed this from the potential.

The even states have the (quantization) constraint on the energy that

k = tan(ka)k

—omE \/2m(E+V0) \/2m(E+Vo)

and the odd states have the constraint

These are transcendental equations, so we will solve them graphically. The plot below compares
the square root on the left hand side of the transcendental equations to the tangent on the right
for the event states and to “-cotangent” on the right for odd states. Where the curves intersect
(not including the asymptote), is an allowed energy. There is always one even solution for the 1D
potential well. In the graph shown, there are 2 even and one odd solution. The wider and deeper
the well, the more solutions.
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Potential Well Bound States

— —sqrt
w —tan
(=1

"-Cot"

-15 -10
E (hbar**2/2ma**2)

Try this 1D Potential Applet. It allows you to vary the potential and see the eigenstates.

9.1.5 The Potential Barrier

With an analysis of the Potential Barrier problem, we can understand the phenomenon of quantum

tunneling.
0 < —a
V(ieg)=< +V —a<z<a
0 T >a

Numbering the three regions from left to right,
ui(z) = e + Re ™k
us(x) = Ae™ + Be "™
uz(z) = Tetk®

Again we assume a beam of definite momentum incident from the left and no wave incident from

the right. For the solutions outside the barrier,
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Inside the barrier,

. . Ae” |+Be ™ :
e|kx + Rékx Te'kX
v, V() |
reflected transmitted
i S S R ﬁ"'E
incident wave_ |

This is actually the same as the (unbound) potential well problem with the substitution
K —ir
in the center region.

The amplitude to be transmitted is

2kk
2kr cosh(2ka) — (k% — k2) sinh(2ka)’

T = e—2ika

We can compute the probability to be transmitted.

|T|2 _ (2k’€)2 ( 4k’€ )26—4511
(k2 + k2)2sinh?(2ka) + (2kk)2 k2 + K2

An approximate probability is sometimes useful.

-2 [ \/ZV(2)-E]
e @ dx

|T|2 ~ 672/@(2a) _

Classically the transmission probability would be zero. In Quantum Mechanics, the particle
is allowed to violate energy conservation for a short time and so has a chance to tunnel
through the barrier.

Tunneling can be applied to cold emission of electrons from a metal, alpha decay of nuclei, semicon-
ductors, and many other problems.
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9.2 The 1D Harmonic Oscillator

The harmonic oscillator is an extremely important physics problem. Many potentials look
like a harmonic oscillator near their minimum. This is the first non-constant potential for which we
will solve the Schrédinger Equation.

The harmonic oscillator Hamiltonian is given by

2
D 1 5
H=—+-k
2m+2 v

which makes the Schrodinger Equation for energy eigenstates
0 dPu 1
— — + —ka?*u = Eu.
2m dx? + g b

Note that this potential also has a Parity symmetry. The potential is unphysical because it does
not go to zero at infinity, however, it is often a very good approximation, and this potential can be
solved exactly.

It is standard to remove the spring constant k from the Hamiltonian, replacing it with the classical

oscillator frequency.
[ k
w=4\/—
m

The Harmonic Oscillator Hamiltonian becomes.

2
1
H= ;—m + §mw2x2

The differential equation to be solved is

0 d*u | 1
—na + —mw?a?

2m dz? = 2 u=FEu.

To solve the Harmonic Oscillator equation (See section 9.7.4), we will first change to dimensionless
variables, then find the form of the solution for x — 400, then multiply that solution by a polynomial,
derive a recursion relation between the coeflicients of the polynomial, show that the polynomial series
must terminate if the solutions are to be normalizable, derive the energy eigenvalues, then finally
derive the functions that are solutions.

The energy eigenvalues are

1

for n =0,1,2,.... There are a countably infinite number of solutions with equal energy spacing.
We have been forced to have quantized energies by the requirement that the wave functions be
normalizable.

The ground state wave function is.
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1
MW 4 —mwz?
wo(z) = (ﬁ)‘* o /2N

This is a Gaussian (minimum uncertainty) distribution. Since the HO potential has a parity sym-
metry, the solutions either have even or odd parity. The ground state is even parity.

The first excited state is an odd parity state, with a first order polynomial multiplying the same
Gaussian.

mw)i 2mw —mwa?/2h

ui(z) = (ﬁ —, e

The second excited state is even parity, with a second order polynomial multiplying the same
Gaussian.

2
uQ(x) =C (1 _ 2m(’;bx ) e—mwm2/2ﬁ

Note that n is equal to the number of zeros of the wavefunction. This is a common trend. With
more zeros, a wavefunction has more curvature and hence more kinetic energy.

The general solution can be written as

oo
2
un(x) = E apyFe ™V /2
k=0

with the coeflicients determined by the recursion relation

2(k —n)
(k42 = ————0
Tkt Dk+2) "
and the dimensionless variable y given by.
mw
=\

The series terminates with the last nonzero term having k = n.
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9.3 The Delta Function Potential *

Take a simple, attractive delta function potential and look for the bound states.
V(z) = —aVpd(z)
These will have energy less than zero so the solutions are

Ae* 1 <0

() = {Ae’” x>0

—2mE
KR = T

There are only two regions, above and below the delta function. We don’t need to worry about the
one point at x = 0 — the two solutions will match there. We have already made the wave function
continuous at = 0 by using the same coeflicient, A, for the solution in both regions.

where

Energy

V(X)

We now need to meet the boundary condition on the first derivative at x = 0. Recall that the delta
function causes a known discontinuity in the first derivative (See section 8.7.2).

dp) Ay

_ _ 2maVj
dx te dx

hz

$(0)

2maVy
h2

malj
72

—€

—K—K=—

R =
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Putting in the formula for £ in terms of the energy.

—2mE  m2a?V§
2
ma2‘/02

2h2

There is only one energy for which we can satisfy the boundary conditions. There is only one
bound state in an attractive delta function potential.

9.4 The Delta Function Model of a Molecule *

The use of two delta functions allows us to see, to some extent, how atoms bind into molecules.
Our potential is
V(z) = —aVp(é(z +d) + dé(z —d))

with attractive delta functions at © = 4+d. This is a parity symmetric potential, so we can assume
that our solutions will be parity eigenstates.

For even parity, our solution in the three regions is

err r < —d
Yx) =4 A +e ) —d<z<d
e [t x>d
—2mE
TN TR

Since the solution is designed to be symmetric about x = 0, the boundary conditions at —d are the
same as at d. The boundary conditions determine the constant A and constrain .
A little calculation gives (See section 9.7.5)

2maVy
2

= 1+ tanh(xd)
Kkh

This is a transcendental equation, but we can limit the energy.

2maVj

2 <2

maVy
12

K >

maVp —2mE
hZ 72
delta function. This means that E is more negative and there is more binding energy.

Since k = for the single delta function, this x =

is larger than the one for the single

Emolecule < Eatom

Basically, the electron doesn’t have to be a localized with two atoms as it does with just one. This
allows the kinetic energy to be lower.

The figure below shows the two solutions plotted on the same graph as the potential.



157

1D Molecule

—V(x)
—u0(x)
ul(x

Two Hydrogen atoms bind together to form a molecule with a separation of 0.74 Angstroms, just
larger than the Bohr radius of 0.53 Angstroms. The binding energy (for the two electrons) is about 4.5
eV. If we approximate the Coulomb potential by with a delta function, setting aVy = (0.53)(2)(13.6)
eV Angstroms, our very naive calculation would give 1.48 eV for one electron, which is at least the
right order of magnitude.

The odd parity solution has an energy that satisfies the equation

2maVy
=1 + coth(kd).
= (k)
2ma2VZ) <9
kh
maVy
S TE

This energy is larger than for one delta function. This state would be called anti-bonding.

9.5 The Delta Function Model of a Crystal *

The Kronig-Penny model of a solid crystal contains an infinite array of repulsive delta func-
tions.

V(z) =aVs Z 0(z — na)

n=—oo
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Our states will have positive energy.

This potential has a new symmetry, that a translation by the lattice spacing a leaves the
problem unchanged. The probability distributions must therefore have this symmetry

[Y(a +a)]? = (),
which means that the wave function differs by a phase at most.

Yz +a) = ep(z)

The general solution in the region (n — 1)a < z < na is
n(x) = Ay sin(k[z — nal) + By, cos(k[z — nal)

2mE
k= —7;:2
By matching the boundary conditions and requiring that the probability be periodic, we derive a
constraint on k (See section 9.7.6) similar to the quantized energies for bound states.

cos(¢) = cos(ka) + %‘k/o sin(ka)

Since cos(¢) can only take on values between -1 and 1, there are allowed bands of k and gaps
between those bands.

The graph below shows cos(ka) + ”%‘;Z" sin(ka) as a function of k. If this is not between -1 and 1,
there is no solution, that value of k and the corresponding energy are not allowed.

Energy Bands

N o
' \\ // VARV

k (/A)
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Diamond
rg=0.17 nm

Silicon
\ rg=0.24 nm

/ 3 states per atom

2p, 3p, 4p, or 5p

3 states per atom

1 state per atom

25, 3s, 4s, or 55

1 state per atom

r (nm)

This energy band phenomenon is found in solids. Solids with partially filled bands are conductors.
Solids with filled bands are insulators. Semiconductors have a small number of charge carriers (or
holes) in a band.

9.6 The Quantum Rotor

It is useful to simply investigate angular momentum with just one free rotation angle. This
might be the quantum plane propeller. We will do a good job of this in 3 dimensions later.

Lets assume we have a mass m constrained to move in a circle of radius 7 Assume the

motion in the circle is free, so there is no potential. The kinetic energy is %mv2 ={-forp= mr%.

If we measure distance around the circle, then x = r¢ and the one problem we have is that once I go
completely around the circle, I am back to x = 0. Lets just go ahead and write our wavefunction.

ei(pm—Et)/h _ ei(pr¢—Et)/h

Remembering angular momentum, lets call the combination pr = L. Our wave is e (Lo—EO/

This must be single valued so we need to require that

Gi(2rL—Et)/h _ i(0-Et)/h

=e
GierL)/n _ g

L =nh
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n=0,1,23..

The angular momentum must be quantized in units of A.

This will prove to be true for 3 dimensions too, however, the 3 components of angular momentum
do not commute with each other, leading to all kinds of fun.

9.7 Derivations and Computations
9.7.1 Probability Flux for the Potential Step *

The probability flux is given by

ja,t

[0 ow
*%[ %‘aﬂ]-

We can save some effort by noticing that this contains an expression minus its complex conjugate.
(This assures that term in brackets is imaginary and the flux is then real.)

h du du* h du
= |ut o - - == —cC
J 2im {u dx dx u} 2im [u dx }
For x <0
j — 2im[(671km + R*ezkm)(ikezkm _ ikRefzkz) _ CO]
j — Z—[l _ R672zkm + R*e2zkx _ R*R] + cC
2tm
. hk
j = [1—|RP—.
m

The probability to be reflected is the reflected flux divided by the incident flux. In this case its easy
to see that its |R|? as we said. For x > 0

) hk'
j=ITP—.
m
The probability to be transmitted is the transmitted flux divided by the incident flux.
k' m  4AkK* K ARE
m hk  (k+k)2k  (k+k)2

T2

again as we had calculated earlier.

9.7.2 Scattering from a 1D Potential Well *

0 Tz < —a
V)= -V —-a<z<a
0 Tz >a
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Numbering the three regions from left to right,
ul(x) — eikx +R67ikz
us(x) = Aet'® 4 pe~ik'z
uz(z) = Te*®

Again we have assumed no wave incident from the right (but we could add that solution if we

wanted).

We now match the wave function and its first derivative at the two boundaries yielding 4 equations.
That’s good since we have 4 constants to determine. At x = a we have 2 equations which we can
use to eliminate A and B.
Teika _ Aeik’a_kBefik’a
ikTe™*® = k' Ae™™'® — ik Be~F'a

k tka __ ik’ a —ik’a
—Te" = Ae — Be

L/
Aet'e = %Te“m (1 + %)
et Ly (1 )
At x = —a we have 2 equations which can now be written in terms of R and T by using the above.

. - 1./ 21,7
efzka + Rezka _ Aefzk a +Bezk a
ike~ %o _ ik Re™*e = k! Ae~F'o — ik BeK'a

. , 1,1 k i, k 0]

e—zka + Rezka _ §Tezka (1 + k/) e—sz a (1 _ k/) esz a

, . 1. I k i k 0]
ke—zka _ kRezka _ §T61kak1 (1 + k/) e—sz a (1 _ k/) esz a
, ; 1, ol (K - K o]

eflka _ Rezka _ 5Tvelka _< ’ + 1) 672zk a __ < ’ _ 1) e2zk a_

We can add equations to eliminate R.

, , 1. k "y k o]
—ika ika ika —2ik’a 2ik’a
e + Re :§Te [(14-?)6 —l—(l—y)e |

_ . 1, K .y k' 0]
efzka _ Rezka _ §T€zka [(Z + 1> 672116 a __ (Z _ 1> eQ’Lk a_

. 1. Kk - Kok
2671ka: §Telka |:(2+E+?) e*Qlka_i_ (2_ ?_ E) teka

/

, ko k ]
ge%ka — {4 cos(2k’a) — 2i (? + —) sin(2k'a)

k
2 —2ika
T = / S /
2cos(2k'a) — i (£ + &) sin(2k'a)
2kk1672ika

T =
2kk’ cos(2k'a) — i (k% 4 k'?) sin(2k’a)
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We can subtract the same equations to most easily solve for R.

- 1_ . kK o Kk o]
ika __ — ika _ —2tk'a _ 2ik’a
2Re*™ = 2Te [(—k/ _k> e + <_/€ _k’> e |

R= 1] 2 E snera) + 2% sinra)
=1 {77 sin(2k'a i~ sin a_
T . K k]
R= §Tsm(2k’a) [Z v

; —2ika K k

o ikk'e=%ka sin(2k'a) [7 - W}
 2kk/ cos(2k'a) — i (k2 + k/2) sin(2k’a)

R i (k" — k?) sin(2k'a)e 2

~ 2Kk cos(2ka) — i (k2 + k%) sin(2k'a)

We have solved the boundary condition equations to find the reflection and transmission amplitudes

I (K2 = ¥?)sin(2Wa)
= e
2kk’ cos(2k'a) — i(k'? + k2) sin(2k’a)
T = —2tka 2kk/

2kk’ cos(2k'a) — i(k'? + k2) sin(2k'a)’

The squares of these give the reflection and transmission probability, since the potential is the same
in the two regions.

9.7.3 Bound States of a 1D Potential Well *

In the two outer regions we have solutions

ui(x) = Ce™

ug(x) = Cze™ ™"

—2mkE
2

KR =

In the center we have the same solution as before.

us(x) = Acos(kzx) + Bsin(kx)

2m(E + Vp)
k=\—"73—
V h

(Note that we have switched from k' to k for economy.) We will have 4 equations in 4 unknown
coefficients.
At —a we get

Cie "% = Acos(ka) — Bsin(ka)
kCre™ " = kAsin(ka) 4+ kB cos(ka).
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At a we get
Cse™ " = Acos(ka) + Bsin(ka)
—kCse™ " = —kAsin(ka) + kB cos(ka).

Divide these two pairs of equations to get two expressions for k.
kAsin(ka) 4+ kB cos(ka)
Acos(ka) — Bsin(ka)
—kAsin(ka) + kB cos(ka)
Acos(ka) + Bsin(ka)

—K =

Factoring out the k, we have two expressions for the same quantity.
r _ Asin(ka) + B cos(ka)

kE Acos(ka) — Bsin(ka)

r _ Asin(ka) — Bcos(ka)

kE Acos(ka) + Bsin(ka)

If we equate the two expressions,
Asin(ka) + B cos(ka)  Asin(ka) — B cos(ka)
Acos(ka) — Bsin(ka)  Acos(ka) + Bsin(ka)
and cross multiply, we have
(Asin(ka) + B cos(ka))(A cos(ka) + Bsin(ka))
= (Acos(ka) — Bsin(ka))(Asin(ka) — B cos(ka)).

The A? and B? terms show up on both sides of the equation and cancel. What’s left is
AB(sin?(ka) + cos®*(ka)) = AB(—cos®(ka) — sin’(ka))
AB = -AB

Either A or B, but not both, must be zero. We have parity eigenstates, again, derived from the
solutions and boundary conditions.

This means that the states separate into even parity and odd parity states. We could have guessed
this from the potential.

Now lets use one equation.
_ Asin(ka) + B cos(ka)

me Acos(ka) — Bsin(ka)
k If we set B = 0, the even states have the constraint on the energy that

k = tan(ka)k
and, if we set A = 0, the odd states have the constraint

k = — cot(ka)k.
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9.7.4 Solving the HO Differential Equation *

The differential equation for the 1D Harmonic Oscillator is.

—hrd?u 1
v + Zmw?az?

om da? | 2 u=FEu.

By working with dimensionless variables and constants, we can see the basic equation and minimize
the clutter. We use the energy in terms of fuw.

2F
€= —
hw
We define a dimensionless coordinate.
o mw
y=4/7¢
The equation becomes.
Pu 2m 1 9 9
@—k?(E—imw 2 )u=0
d*u 9
e +(e—y)u=0

(Its probably easiest to just check the above equation by substituting as below.

h d%u (2E mw 2)
AT (e e A

mw dz? Tw h

d*>uv  2m 1
Fr) + ?(E - imwaz)u =0

It works.)

Now we want to find the solution for y — oco.

Ziyg +(e—y*H)u=0
becomes )
le—yl; — y2u =0
which has the solution (in the large y limit)
u=eV/2

This exponential will dominate a polynomial as y — oo so we can write our general solution as

uly) = hiy)e v /?

where h(y) is a polynomial.
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Take the differential equation
d?u

d—y2+(€—y2)U=0

and plug
u(y) = hiy)e />
into it to get

G W)e 2t eh()e 2 — yPh(y)e v =0
d*h dh

DY vz g d(yy_)ye_y2/2 — h(y)e V" + hiy)yPe v/
+eh(y)e ™2 — y?h(y)e /2 =0

() + y°h(y) + eh(y) — y*h(y) = 0

2
d*h(y) deh(y)
dy? dy

2
d*h(y) zydh(y) _p
dy? dy

+(e=1Dh(y)=0

This is our differential equation for the polynomial h(y).

Write h(y) as a sum of terms.
h(y) = Z amy™
m=0

Plug it into the differential equation.

o0

Y lam(m)(m = 1)y™ % = 2an(m)y™ + (€ = amy™] = 0

m=0

We now want ot shift terms in the sum so that we see the coeflicient of y"*. To do this, we will shift the
term a,, (m)(m —1)y™ =2 down two steps in the sum. It will now show up as a,,+2(m-+2)(m+1)y™.

Z [@mi2(m+2)(m+1) = 2am,(m) + (e — Danly™ =0

m=0
(Note that in doing this shift the first term for m = 0 and for m = 1 get shifted out of the sum. This

is OK since an,(m)(m — 1)y™ =2 is zero form =0 orm = 1.)

For the sum to be zero for all y, each coefficient of y” must be zero.

ami2(m+2)(m+1)+ (e—1—2m)a, =0

Solve for a2

2m+1—¢
Am42 = ——————— Uy
T+ D)(m+2)

and we have a recursion relation giving us our polynomial.

But, lets see what we have. For large m,

2m+1—«€
am+2:(

T AN Ay m%_ m
m+1)(m+2)a m”
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The series for
2€y2/2 B y2n+2
y - 2mn!

1

2n+2
2n—T(n—1)!"

has the coeflicient of y equal to ﬁ and the coefficient of %" equal to If m = 2n,

1 1

Am+2 = %G/m = Eam.

So our polynomial solution 2Will approach y26y2/ 2 and our overall solution will not be normalizable.
(Remember u(y) = h(y)e™¥ /2.) We must avoid this.

We can avoid the problem if the series terminates and does not go on to infinite m.

2m+1—e€
Amis = ———————ay,
T m+)(m+2)
The series will terminate if
e=2n+1

for some value of n. Then the last term in the series will be of order n.

0
Gt = ( anp =0

nt1)(n+2)

The acceptable solutions then satisfy the requirement

2F
e=—=2n+1

T hw
2 1 1
Ezwhwz (n+§>hw

Again, we get quantized energies when we satisfy the boundary conditions at infinity.

The ground state wavefunction is particularly simple, having only one term.

2

—v- _ 2
ug(x) = ape™2 = age” ™" /2h

Lets find ag by normalizing the wavefunction.

h
jaol?y/ - =1
mw

1
(mw) 4 efmw12/2h

uo(x) = P
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9.7.5 1D Model of a Molecule Derivation *

er® T < —d
Plx) =¢ A +e ") —d<z<d
e e r>d
—2mE
R = T

Since the solution is designed to be symmetric about x = 0, the boundary conditions at —d are the
same as at d. The boundary conditions determine the constant A and constrain .

Continuity of 1 gives.

e—ﬁd —A (end + e—ﬁd)
efrcd

= end + e—ﬁd

The discontinuity in the first derivative of ¢ at ©z = d is

_ _ 2maVy _

— ke ﬁd_AK(end_e nd):_ e rd
h2

erid — g—rd 2maVj

—1-4 “xd 2

e kh
1 erd — g—nrd - _2maV0

eﬁd + e—nd - Hh2
2maVj erid — g—rd
I€h2 - erd + e—Kd

2maVj

= 1 + tanh(xd)
K

We'll need to study this transcendental equation to see what the allowed energies are.

9.7.6 1D Model of a Crystal Derivation *

We are working with the periodic potential

V(z) =aVs Z 0(z — na).

n=—oo

Our states have positive energy. This potential has the symmetry that a translation by the lattice
spacing a leaves the problem unchanged. The probability distributions must therefore have this
symmetry

(@ +a)l* = ()],

which means that the wave function differs by a phase at most.

Yz +a) = ep(x)
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The general solution in the region (n — 1)a < z < na is
Yn(x) = Ay sin(k[z — nal) + By, cos(k[z — nal)
2mE
k= sqrt%

Now lets look at the boundary conditions at = na. Continuity of the wave function gives

Yn(na) = ¢nii(na)

A, sin(0) + By cos(0) =  Apqqsin(—ka) + Byy1 cos(—ka)
B, = —A,41sin(ka)+ Byt cos(ka)
B B+ Apqisin(ka)
e cos(ka)

The discontinuity in the first derivative is

dpyr|  dibn

_ 2maVy

dr |, dw |, ® (ne)
. . 2maVy
k[An i1 cos(—ka) — By sin(—ka)] — k[A,, cos(0) — B, sin(0)] = 3 B,
2
E[A, 41 cos(ka) + By sin(ka) — A,] = W;L—C;VOBn
Substituting B, 41 from the first equation
2maV;
k[An+1 cos(ka) + [By + Aptrsin(ka)] tan(ka) — A,] = W;; "B,
2
Apsr (cos(ka) + sin(ka) tan(ka)) + By tan(ka) — A, = ”;2“]:/0 B,
cos®(ka) + sin2(ka) 2maVy
Aoy = 2220 B B, tan(ka) + A,
cos(ka) i "k anlhe) +

2maV;
Apy1 = %Bn cos(ka) — By, sin(ka) + A, cos(ka)

Plugging this equation for A, 41 back into the equation above for B, ;1 we get

B, + A, 41sin(ka)

B, =
i cos(ka)
B _ Ba+ (22420 B, cos(ka) — By sin(ka) + Ay, cos(ka)) sin(ka)
an cos(ka)
B, 2maVy . sin?(ka) .
B, = B, ka) — B,———— + A, k
i cos(ka) ( L2k sin(ka) cos(ka) + Ansin(ka)
B, 2maVy . .
B, = B, ka) — B, | —— — k A, k
+1 cos(ha) + ( T sin(ka) <cos(ka) cos( a)> + A, sin( a)>

2maV,
IR — %Bn sin(ka) + By, cos(ka) + A, sin(ka).
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We now have two pairs of equations for the n + 1 coefficients in terms of the n coefficients.

2maV;
Ap1 = %Bn cos(ka) — B, sin(ka) + A, cos(ka)
2maVy . .
IS R— WBn sin(ka) + By, cos(ka) + A, sin(ka)
An+1 = €i¢An
Bn+1 = ei¢Bn

Using the second pair of equations to eliminate the n 4 1 coefficients, we have

(e — cos(ka))A, = (22202/0 cos(ka) — sin(ka)) By,

(ew — cos(ka) — 2%02/0 sin(ka)) By, = sin(ka) Ap.

Now we can eliminate all the coefficients.

2maVy

(e’ — cos(ka))(e'® — cos(ka) — —7r

_ (2’2;:0 cos(ka) — sin(lm)) sin(ka)

sin(ka))

; s [ 2maV;
e2id _ pid < 7;:2@]{ 0 sin(ka) + cos(ka) + Cos(ka)>

2maV;
ng % sin(ka) cos(ka) + cos®(ka)

~ 2maVly
Wk
; o [ 2maV,
et — ¢i? (% sin(ka) + 2cos(ka)) +1=0

sin(ka) cos(ka) — sin?(ka)

Multiply by e ™.

; ; 2maV{
ey e (% sin(ka) + 2cos(ka)> =0

cos(¢) = cos(ka) + TZZZO sin(ka)

This relation puts constraints on k, like the constraints that give us quantized energies for bound
states. Since cos(¢) can only take on values between -1 and 1, there are allowed bands of k and gaps
between those bands.

9.8 Examples

This whole section is examples.
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9.9 Sample Test Problems

1. A beam of 100 eV (kinetic energy) electrons is incident upon a potential step of height
Vo = 10 eV. Calculate the probability to be transmitted. Get a numerical answer.

2. * Find the energy eigenstates (and energy eigenvalues) of a particle of mass m bound in the
1D potential V(z) = —Vpo(z). Assume Vj is a positive real number. (Don’t assume that Vo
has the units of energy.) You need not normalize the state.

Answer

—2mE
TN TR
d_u B @ _ —2mVOeN0
dx i dr| K2
—2mVy
— Kk — (—i—li) — T
mVO
_ -
PO i
om 2m  p? 2h?

3. * A beam of particles of wave-number k (this means e?*?) is incident upon a one dimensional
potential V(z) = ad(x). Calculate the probability to be transmitted. Graph it as a function
of k.

Answer
To the left of the origin the solution is e’** + Re~%%_ To the right of the origin the solution is
Te'*®, Continuity of ¢ at the origin implies 1+ R = T. The discontinuity in the first derivative

is
d
A% = 2200,

dx
2
ikT — (ik — ikR) = %T

. 2ma
) 2ma )
27,]{5 - 53 T = 27,]{5
h
2ik
T= . . 2ma
21k + 3
4k?

= 44]{2 n 47%2(12

Pr=|Tf

Transmission probability starts at zero for £ = 0 then approaches P = 1 asymptotically for
k> g
52

4. * A beam of particles of energy F > 0 coming from —oo is incident upon a delta function
potential in one dimension. That is V(z) = Ad(x).

a) Find the solution to the Schrodinger equation for this problem.
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b) Determine the coefficients needed to satisfy the boundary conditions.

¢) Calculate the probability for a particle in the beam to be reflected by the potential and
the probability to be transmitted.

5. * The Schrodinger equation for the one dimensional harmonic ocillator is reduced to the
following equation for the polynomial h(y):

d*h(y) deh(y) E
dy? dy a

o0
a) Assume h(y) = > a,y™ and find the recursion relation for the coefficients a,y,.
m=0

b) Use the requirement that this polynomial series must terminate to find the allowed ener-
gies in terms of a.

¢) Find h(y) for the ground state and second excited state.

6. A beam of particles of energy E > 0 coming from —oo is incident upon a potential step in one
dimension. That is V(z) = 0 for z < 0 and V(z) = =V} for > 0 where V; is a positive real
number.

a) Find the solution to the Schrédinger equation for this problem.
b) Determine the coefficients needed to satisfy the boundary conditions.

¢) Calculate the probability for a particle in the beam to be reflected by the potential step
and the probability to be transmitted.

7’77100172
7. * A particle is in the ground state (¢¥(z) = (%)%eT .) of a harmonic oscillator potential.
Suddenly the potential is removed without affecting the particle’s state. Find the probability

distribution P(p) for the particle’s momentum after the potential has been removed.

8. * A particle is in the third excited state (n=3) of the one dimensional harmonic oscillator
potential.

a) Calculate this energy eigenfunction, up to a normalization factor, from the recursion
relations given on the front of the exam.

b) Give, but do not evaluate, the expression for the normalization factor.

¢) At t = 0 the potential is suddenly removed so that the particle is free. Assume that the
wave function of the particle is unchanged by removing the potential. Write an expression
for the probability that the particle has momentum in the range (p, p+dp) for t > 0. You
need not evaluate the integral.

9. * The Schrodinger equation for the one dimensional harmonic oscillator is reduced to the
following equation for the polynomial h(y):

2

o]
a) Assume h(y) = > any™ and find the recursion relation for the coefficients ay,.
m=0

b) Use the requirement that this polynomial series must terminate to find the allowed ener-
gies in terms of a.

¢) Find h(y) for the ground state and second excited state.

10. * Find the energy eigenstates (and energy eigenvalues) of a particle of mass m bound in the
1D potential V(z) = —Ad(x).

11.
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10 Harmonic Oscillator Solution using Operators

Operator methods are very useful both for solving the Harmonic Oscillator problem and for any type
of computation for the HO potential. The operators we develop will also be useful in quantizing the
electromagnetic field.

The Hamiltonian for the 1D Harmonic Oscillator

p2
H = % + §mw2x

2

looks like it could be written as the square of a operator. It can be rewritten in terms of the operator
A (See section 10.1)

A

(1 [me L)
2h V2mhw

and its Hermitian conjugate A'.

H = hw (ATA+ %)

We will use the commutators (See section 10.2) between A, AT and H to solve the HO problem.

[A, AT =1

The commutators with the Hamiltonian are easily computed.

[H, 4] = —-hwA
[H,AT] = hwAT

From these commutators we can show that A is a raising operator (See section 10.3) for Harmonic
Oscillator states

Afu, = vn+ Ttpy1

and that A is a lowering operator.

Auy, = \/ﬁun—l
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Because the lowering must stop at a ground state with positive energy, we can show that the allowed
energies are
1
FE, = (n + 5) hw.

The actual wavefunctions (See section 10.5) can be deduced by using the differential operators for
A and AT, but often it is more useful to define the n'* eigenstate in terms of the ground state and
raising operators.

(AT) ™ uq

Up =

-

Almost any calculation of interest can be done without actual functions since we can express the
operators for position and momentum.

E

- At Al
v 2mw( +47)
p o= iy A a)

10.1 Introducing A and AT

The Hamiltonian for the 1D Harmonic Oscillator

p2
H = % + 5’”’%&)2.’[]2

can be rewritten in terms of the operator A

A—( %x—kiip )
AV 2n V2mhw
A+_< fmw L)

on Z\/2mﬁw

Both terms in the Harmonic Oscillator Hamiltonian are squares of operators. Note that A is chosen
so that ATA is close to the Hamiltonian. First just compute the quantity

and its Hermitian conjugate

2

tg — W o2 p I
At TR A D)
2 .
Ata = M2 rp__
TR i TR
p2 1 9 9 1
hw(ATA) = am + Fmw e — gﬁw.

From this we can see that the Hamiltonian can be written in terms of AT A and some constants.

H=hw <ATA+%>.
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10.2 Commutators of A, A" and H

We will use the commutator between A and Af to solve the HO problem. The operators are defined
to be

A= (aerile)
2h V2mhw

At = (e
2h V2mhw)

The commutator is

mw 1 ) )

[A,AT] = ﬁ[%x]"rm[pvp]_ﬁ[xvp]'i_2h[p7x]

= ol + ) = 5lpel =1

Lets use this simple commutator
[A, AT =1

to compute commutators with the Hamiltonian. This is easy if H is written in terms of A and
AT,

[H,A] = hw[ATA, A] = hw[AT, A]JA = —TwA
[H,AT] = hw[ATA, AT] = hwAT[A, AT] = hwAT

10.3 Use Commutators to Derive HO Energies

We have computed the commutators

[H,A] = —hwA
[H AT = hwAl

Apply [H, A] to the energy eigenfunction u,,.

[H, Aluy, = —hwAu,

HAu,, — AHu,, = —hwAu,
H(Au,) — En(Auy,) = —hwAuy,
H(Au,) = (Ep — hw)(Auy,)

This equation shows that Au,, is an eigenfunction of H with eigenvalue F,, — hw. Therefore,A lowers
the energy by hw.
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Now, apply [H, Af] to the energy eigenfunction u,,.

[H, AT|u,, = hwATu,

HAMw,, — A'Hu,, = hwAtu,
H(AMw,) — E,(ATu,) = hw(ATu,)
H(A uy,) = (B, + hw)(Atuy,)

Afu, is an eigenfunction of H with eigenvalue E,, + hw. AT raises the energy by hw.

We cannot keep lowering the energy because the HO energy cannot go below zero.

1 1
%@ Ylp ) + §mw2<$ Ylz ) >0

(V|H|¢) =

The only way to stop the lowering operator from taking the energy negative, is for the lowering to
give zero for the wave function. Because this will be at the lowest energy, this must happen for the
ground state. When we lower the ground state, we must get zero.

AUOZO

Since the Hamiltonian contains A in a convenient place, we can deduce the ground state energy.

1 1
Hug = hw(ATA + §)u0 = §hwu0

The ground state energy is Fy = %hw and the states in general have energies

FE = (n—i—%)hw

since we have shown raising and lowering in steps of Aiw. Only a state with energy Ey = %hw can
stop the lowering so the only energies allowed are

1

It is interesting to note that we have a number operator for n

1
H = (ATA+§) Fw
N, = ATA
1
H = (Nop+§)ﬁw

10.3.1 Raising and Lowering Constants

We know that AT raises the energy of an eigenstate but we do not know what coefficient it
produces in front of the new state.
Alu, = Cnt1
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We can compute the coefficient using our operators.

ICP? = (Alu,|ATu,) = (AATu, |u,)
(ATA + [A, A |un) = (n 4+ 1) (up|u,) =n +1

The effect of the raising operator is
Afu, =vn + 1Upt1-

Similarly, the effect of the lowering operator is

Ay = /Nup_1.

These are extremely important equations for any computation in the HO problem.

We can also write any energy eigenstate in terms of the ground state and the raising

operator.

1
Uy = —— (AN
\/m( ) 0

10.4 Expectation Values of p and x

It is important to realize that we can just use the definition of A to write & and p in terms of the
raising and lowering operators.

This will allow for any computation.

* See Example 10.6.1: The expectation value of x for any energy eigenstate is zero.*
* See Example 10.6.2: The expectation value of p for any energy eigenstate is zero.*
* See Example 10.6.3: The expectation value of = in the state —=(ug + uy).*

72\ ,

5}

. . 9 9 ¢ . .
* See Example 10.6.4: The expectation value of 2mw?x? for any energy eigenstate is 2 (n + l,) hw . *

* See Example 10.6.5: The expectation value of 2= for any energy eigenstate is = (n + 1) 7w *
2m . S8 S 2 2

* See Example 10.6.6: The expectation value of p as a function of time for the state ¢(t = 0) =

L (uy + uy) is —vmhwsin(wt).*

[N)

V

10.5 The Wavefunction for the HO Ground State

The equation
AUO =0
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can be used to find the ground state wavefunction. Write A in terms of x and p and try it.

mw .p
—X +—Z——————— U :30
< V 2n 2mﬁw) 0

d
<mwx + h—) ug =0
dx

dug MWL
= — U’O

dr h

This first order differential equation can be solved to get the wavefunction.

_ 2
up = Ce mwx /2h'

We could continue with the raising operator to get excited states.
[mw [ h d
1 = i — g —
Viu ( 2h o 2mw da:) 4o
Usually we will not need the actual wave functions for our calculations.

10.6 Examples
10.6.1 The expectation value of z in eigenstate

We can compute the expectation value of x simply.

Cunlohin) =\ o ot A AT un) = | o (ot i)+ AT )
= g Vit ) + Vi Tualn ) = 0

We should have seen that coming. Since each term in the z operator changes the eigenstate, the dot
product with the original (orthogonal) state must give zero.

10.6.2 The expectation value of p in eigenstate

(See the previous example is you want to see all the steps.) The expectation value of p also gives

Zero.
(tnlplun) = iy " (| A — At} = 0
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10.6.3 The expectation value of z in the state %(uo + uq).

1 1 h
3 (o +up || ug +u1) = 5\/%<u0+u1|A+AT|uo+u1>

| h
= STn—w<UQ+U1|AUQ + Auq +ATU0+ATU1>

h
= 1/8m—w<uo+ul|0+\/1UQ+\/IU1 +\/§U2>

= i(ﬁ(UolU(D + V1 {uolur)

8mw
+ V2(uglug) + vI{u|uo)
+ Vg |ur) + V2(usfuz))
= i(1 +1)

8mw

10.6.4 The expectation value of %mw2x2 in eigenstate

The expectation of 22 will have some nonzero terms.

% (un|AA + AAT + ATA + ATAT|u,,)

<un|:172|un>
un|AAT + AT Alu,,)

i
2mw

We could drop the AA term and the ATA' term since they will produce 0 when the dot product is
taken.

(tnla®lun) = 5 (Cn [V T LAt 1) + | VATA 1))
= (VAT TV L) + (/)
= %((n—i—l)—l—n): <n+%) %

With this we can compute the expected value of the potential energy.

1 1 1\ & 1 1 1
(un|§mw2x2|un> = —mw? <n+ —) =- <n+ —) hw =

- ~-E,
2 2/ mw 2 2 2
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10.6.5 The expectation value of I— in eigenstate
The expectation value of % is
2
P —1 mhw
(unlg—lun) = 5——7—(un| = AAT — AT Aluy,)

h
_ T‘“<un|AAT + AT Alu,)
hw 1

(See the previous section for a more detailed computation of the same kind.)

10.6.6 Time Development Example

Start off in the state at t = 0.
1
Y(t=0) \/5( 1+ u2)

Now put in the simple time dependence of the energy eigenstates, e "t/
1 —i3wt —i3wt 1 —i3wt —iwt
1/)(t):ﬁ(ule 2% yge "2 ):ﬁe 2% (U1 4+ e "“ug)
We can compute the expectation value of p.
. [mhw 1 iw iw
Wlply) = —i T§<u1 + e hyy | A — AT|uy 4 e “tuy)
mhw 1 , .
= V7% ((ur|Alus)e™ ™" — (u| Af|ug )e™")
hw 1 -
— m w_ (\/ie—zwt \/iezwt)
2 2

10.7 Sample Test Problems
1. A 1D harmonic oscillator is in a linear combination of the energy eigenstates

’lﬂ = \/?’U,O — i\/gul

Find the expected value of p.
Answer
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. [mhw 2 /1 2 N
<7/J|p|1/)> = -t T < guo_l\/;uﬂA—A” g’LLO —1 §U1>
< | T

- Imhw 2 \/T | \/5 \/>
= —i4/— —Uup — ¢ U — A/ Uy — 1 U,
2 370 3t 31 37
mhw 2 2
= i (g mig)

2. Assuming u,, represents the n” 1D harmonic oscillator energy eigenstate, calculate (uy, |p|um).

Answer
mhw A — At
po= S
7
. [mhw t
<un|p|um> = - T<un|A_A|um>

. [mhw
= -1 T(\/ﬁén(mfl) —vm+ 16n(m+1))

~

3. Evaluate the “uncertainty” in x for the 1D HO ground state \/{(uo|(z — Z)?|ug) where z =
(ug|x|ug). Similarly, evaluate the uncertainty in p for the ground state. What is the product
ApAz?

Answer
Its easy to see that £ = 0 either from the integral or using operators. I'll use operators to
compute the rest.

h

_ _v i
T 2mw(A+A)
(olelug) = —'—(uo|lAA + AAT + ATA + AT AN)jug)
2mw
h h h
= T — =T
2mw <UO|AA |u0> 2mw1 2mw
1 /mhw
Y Bibihied _ 7t
P -\ 5 (A-47)
mhw mhw
(uolp®luo) = — 5 <U0|—AAT|U0>=T
A = 4]
2mw
mhw
Ap = —
P 2
h
ApAzr = 5
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. Use the commutator relation between A and AT to derive [H, A]. Now show that A is the
lowering operator for the harmonic oscillator energy.

. Att =0, a one dimensional harmonic oscillator is in the state (¢t = 0) = \/guo—l—i\/gul.
Calculate the expected value of p as a function of time.

. At t =0, a harmonic oscillator is in a linear combination of the n = 1 and n = 2 states.

Y= \/gul - \/gw

Find (z) and (z?) as a function of time.

. A 1D harmonic oscillator is in a linear combination of the energy eigenstates

2 1
1/) = \/;UO + \/;UQ.

Find (2?).
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11 More Fun with Operators

11.1 Operators in a Vector Space
11.1.1 Review of Operators

First, a little review. Recall that the square integrable functions form a vector space, much
like the familiar 3D vector space.
7 = avi + by

in 3D space becomes

V) = Ai|Y1) + Aalda).

The scalar product is defined as

o0

(6l) = / dr ¢ (@)(z)

— 00

and many of its properties can be easily deduced from the integral.

(@ly)” = (¥l9)

As in 3D space, .
a-b<lal[b]

the magnitude of the dot product is limited by the magnitude of the vectors.

(¥lo) < V(Y1) (¢l8)

This is called the Schwartz inequality.

Operators are associative but not commutative.

ABl) = A(Bl)) = (AB)[¢)

An operator transforms one vector into another vector.

¢) = Olo)
Eigenfunctions of Hermitian operators
H|i) = Eii)
form an orthonormal
(il7) = 6i;

complete set

¥y = (ilv)li) = Z ) (i)

B
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Note that we can simply describe the j!* eigenstate at 7).

Expanding the vectors |¢) and |)),

|p) szm
) = > ali)

i

we can take the dot product by multiplying the components, as in 3D space.

(¢ly) = Zb*cz

The expansion in energy eigenfunctions is a very nice way to do the time development of a wave

function.
(1)) =D (ileb(0))|i)e Fet/P

[

The basis of definite momentum states is not in the vector space, yet we can use this basis to
form any state in the vector space.

) = dpd(p

=

Any of these amplitudes can be used to define the state.

ci = (i)
P(x) = (z[th)
o(p) = (plY)

11.1.2 Projection Operators |j)(j| and Completeness

Now we move on a little with our understanding of operators. A ket vector followed by a bra vector
is an example of an operator. For example the operator which projects a vector onto the ;"
eigenstate is

19) (]

First the bra vector dots into the state, giving the coefficient of |j) in the state, then its multiplied
by the unit vector |j), turning it back into a vector, with the right length to be a projection. An
operator maps one vector into another vector, so this is an operator.

The sum of the projection operators is 1, if we sum over a complete set of states, like the
eigenstates of a Hermitian operator.

Sl =1

i
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This is an extremely useful identity for solving problems. We could already see this in the decom-
position of |1) above.

) = D liNily).

The same is true for definite momentum states.

/mw@:1

We can form a projection operator into a subspace.

P= 3 Il

subspace

We could use this to project out the odd parity states, for example.

11.1.3 Unitary Operators

Unitary operators preserve a scalar product.

(oly) = (UglUY) = (s|UTU)

This means that
UtU = 1.

Unitary operators will be important for the matrix representation of operators. The will allow us to
change from one orthonormal basis to another.

11.2 A Complete Set of Mutually Commuting Operators

If an operator commutes with H, we can make simultaneous eigenfunctions of energy and that
operator. This is an important tool both for solving the problem and for labeling the eigenfunctions.

A complete set of mutually commuting operators will allow us to define a state in terms of
the quantum numbers of those operators. Usually, we will need one quantum number for each degree
of freedom in the problem.

For example, the Hydrogen atom in three dimensions has 3 coordinates for the internal problem, (the
vector displacement between the proton and the electron). We will need three quantum numbers
to describe the state. We will use an energy index, and two angular momentum quantum numbers
to describe Hydrogen states. The operators will all commute with each other. The Hydrogen atom
also has 3 coordinates for the position of the atom. We will might use p.., p, and p. to describe that
state. The operators commute with each other.
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If we also consider the spin of the electron in the Hydrogen atom, we find that we need to add one
more commuting operator to label the states and to compute the energies accurately. If we also add
the spin of the proton to the problem, the we need still one more quantum number to describe the
state.

If it is possible, identifying the commuting operators to be used before solving the problem will
usually save time.

11.3 Uncertainty Principle for Non-Commuting Operators

Let us now derive the uncertainty relation for non-commuting operators A and B. First,
given a state 1, the Mlean Square uncertainty in the physical quantity represented is defined as

(A4)? = (¥|(A - (A)*y) = (Y[U*y)
(AB)* = (¥|(B—(B)*¥) = (¥[V*)

where we define (just to keep our expressions small)

U = A-(y|4y)
V. = B—(y[By).

Since (A) and (B) are just constants, notice that
(U, V] =[A, B]
OK, so much for the definitions.

Now we will dot Ut + iAV4) into itself to get some information about the uncertainties. The dot
product must be greater than or equal to zero.

0
0

(U + iNVY|[UY + iAVY)
(WIUP) + N2 (@[V2) + MU V) — iX(V|U)

>
>

This expression contains the uncertainties, so lets identify them.
(AA)? + X (AB)? +iMw|[U, V][y) =2 0

Choose a A to minimize the expression, to get the strongest inequality.

9 g

oA
2AAB)? +i($|[U. V][y) = 0
—i ([0, V)

A= T3 AB)y
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Plug in that A.

LU, V]I[$)? | (U, V]I)?
1 (AB? " 2ape =

(AP(ABY > ~LWI[U VIIb)? = WIS [0, V2

(AA)? -

RN

This result is the uncertainty for non-commuting operators.

(AA)(AB) > LA, B])

l\DIN

If the commutator is a constant, as in the case of [p, z], the expectation values can be removed.

(AA)(AB) > %[A,B]

For momentum and position, this agrees with the uncertainty principle we know.

(Ap)(Ax) > L{fp.af) = 2

DO | .

(Note that we could have simplified the proof by just stating that we choose to dot (U + ;<([X;9V)Q V)

into itself and require that its positive. It would not have been clear that this was the strongest
condition we could get.)

11.4 Time Derivative of Expectation Values *

We wish to compute the time derivative of the expectation value of an operator A in the state 1.
Thinking about the integral, this has three terms.

4 wialy = <%|Aw>+< ] 2oy (v %)

=l 1A1v) + = 1A ) + <w} ]w>

= LAy + <\ ‘¢>

This is an important general result for the time derivative of expectation values.

d

S Wl = £l Al + (v |52 v)
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which becomes simple if the operator itself does not explicitly depend on time.

d i
S 1Al) = 3 (w|[H, A v)

Expectation values of operators that commute with the Hamiltonian are constants of the motion.

We can apply this to verify that the expectation value of x behaves as we would expect for a classical
particle.

-5 ([£.) -2

This is a good result. This is called the Ehrenfest Theorem.

For momentum,

- o (o 1)) - (52

which Mr. Newton told us a long time ago.

11.5 The Time Development Operator *

We can actually make an operator that does the time development of a wave function. We
just make the simple exponential solution to the Schrédinger equation using operators.

oY

A
ar ¥

P(t) = e HMp(0)

where H is the operator. We can expand this exponential to understand its meaning a bit.

o0 . n
—iHt/h _ (—iHt/h)
¢ - Z n!
n=0
This is an infinite series containing all powers of the Hamiltonian. In some cases, it can be easily
computed.

e~ *Ht/h is the time development operator. It takes a state from time 0 to time t.
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11.6 The Heisenberg Picture *

To begin, lets compute the expectation value of an operator B.

W®[Blw#)) = (e p(0)[Ble /My (0))
(¥(0)|e™H/h B /M [(0))

According to our rules, we can multiply operators together before using them. We can then define
the operator that depends on time.

B(t) _ eth/ﬁBe—th/ﬁ

If we use this operator, we don’t need to do the time development of the wavefunctions!

This is called the Heisenberg Picture. In it, the operators evolve with time and the wave-
functions remain constant.

The usual Schrodinger picture has the states evolving and the operators constant.

We can now compute the time derivative of an operator.

d iH . _ _ H
aB(t) %eth/hBeszt/h _ elHt/hB%eﬂHt/h
i

FUH. B(0)

_ %ein/ﬁ[H, B]e—th/h _

It is governed by the commutator with the Hamiltonian.

As an example, we may look at the HO operators A and Af. We have already computed the
commutator.

[H,A] = —hwA
dA i )
o —ﬁﬁwA = —wA

We can integrate this. ‘
A(t) = e ™ A(0)

Take the Hermitian conjugate. _
AT(t) = e™AT(0)

We can combine these to get the momentum and position operators in the Heisenberg picture.

p(t) = p(0)cos(wt) — mwz(0) sin(wt)

2(0) cos(wt) + Z;l(—(;) sin(wt)

8
—~

~
~—
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11.7 Examples
11.7.1 Time Development Example

Start off in the state.

In the Schrodinger picture,

We can compute the expectation value of x.

1 h ; .
<1/)|$|1/)> = 5 %@H + GZWt’UJQ|A + AT|’UJ1 + ezwtu2>
1 h —iwt T iwt
= 5V3o ((u1| Alug)e + (ug|ATur)e™?)
1 h ) )
- 5 2mw (\/ie_ZWt + \/ielwt)

NS

In the Heisenberg picture

7 , .
(Wle(0)h) = 4 g (Yle™ A 4 6 ATly)

This gives the same answer with about the same amount of work.

11.8 Sample Test Problems

1. Calculate the commutator [L,, L] where L, = yp, — zp, and L, = xp, — yp,. State the
uncertainty principle for L, and L.
Answer

[La, L] = [yps — 20y 2Py — Ypa| = @[y, pylp= + 2[py, YIDs
h
= ;(—:vpz + zpy) = th(xp, — 2py) = —iRL,
AL,AL, > §<[Lw=LZ]> = 5(_2h)<Ly> = §<Lu>

2. * A particle of mass m is in a 1 dimensional potential V(z). Calculate the rate of change

of the expected values of z and p, (% and %). Your answer will obviously depend on the
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state of the particle and on the potential.
Answer

W~ Ly
b - 12
- w2 (G-
% _ %<[p,V($)]>:%§<[dxav(x)]>
d

|

|
S
S
~~——"

3. Compute the commutators [AT, A"] and [A, e*H!] for the 1D harmonic oscillator.

Answer
[AT,A"] = n[AT, A]A"‘l = —pA"!
; = "H” (it)"[A, H™]
iHty o J
(A, ] = A, Z ; —
B i n(it)"[A, H{H"™* ,ti (it)" thwAH™ 1
& n! - — (n—1)!
n—1 n—1 X (i \n—1pgn—1
Z (it) hwa _ itﬁwAZ (it H
(n— !
— n=1

4. * Assume that the states |u; > are the eigenstates of the Hamiltonian with eigenvalues E;,
(H|ul >= E1|ul >).
a) Prove that < u;|[H, A]Ju; >= 0 for an arbitrary linear operator A.

b) For a particle of mass m moving in 1-dimension, the Hamiltonian is given by H pm +
V(x). Compute the commutator [H,X] where X is the position operator.

¢) Compute < u;|P|u; > the mean momentum in the state |u; >

5. ¥ At t = 0, a particle of mass m is in the Harmonic Oscillator state ¢ (t = 0) = %(uo + uy).
Use the Heisenberg picture to find the expected value of = as a function of time.
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12 Extending QM to Two Particles and Three Dimensions

12.1 Quantum Mechanics for Two Particles

We can know the state of two particles at the same time. The positions and momenta of particle 2
commute with the positions and momenta of particle 1.

[21, 22] = [p1,p2] = [x1,p2] = [22, 1] =0

The kinetic energy terms in the Hamiltonian are independent. There may be an interaction between
the two particles in the potential. The Hamiltonian for two particles can be easily written.

p
2m1 2m2

+ V(l‘l,xg)

Often, the potential will only depend on the difference in the positions of the two particles.
V(Jil,,’tz) = V(CL‘l — 1'2)

This means that the overall Hamiltonian has a translational symmetry. Lets examine an
infinitesimal translation in x. The original Schrodinger equation

Hi(x1,22) = EY(r1,22)

transforms to
Hiy(xq + dx,xo + dx) = EY(x1 + dx, 22 + dx)

which can be Taylor expanded

We can write the derivatives in terms of the total momentum operator.

N h(o o
pP=pP1TPpP2= 8;101 o7s

7 7
Hip(zy,x2) + ﬁHp Y(x1, w2)dr = EY(z1, 12) + ﬁEP (w1, x2)d

Subtract of the initial Schrédinger equation and commute E through p.

Hp p(z1,22) = Ep (21, 22) = pHY (21, 22)
We have proven that
[H,p] =0

if the Hamiltonian has translational symmetry. The momentum is a constant of the motion.
Momentum is conserved. We can have simultaneous eigenfunctions of the total momentum
and of energy.
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12.2 Quantum Mechanics in Three Dimensions

We have generalized Quantum Mechanics to include more than one particle. We now wish to include
more than one dimension too.

Additional dimensions are essentially independent although they may be coupled through the po-
tential. The coordinates and momenta from different dimensions commute. The fact that the
commutators are zero can be calculated from the operators that we know. For example,

h O
[‘Tapy] = [.’L‘, ;a_y] =0.

The kinetic energy can simply be added and the potential now depends on 3 coordinates. The
Hamiltonian in 3D is

2 2 2 2 2

s P z . h .

g=te v Py p—+V(F):—2—V2+V(r).

2m  2m  2m 2m

This extension is really very simple.

12.3 Two Particles in Three Dimensions

The generalization of the Hamiltonian to three dimensions is simple.

7P
= T TV =)

We define the vector difference between the coordinates of the particles.

=
Il
!
|
o

We also define the vector position of the center of mass.

= M7+ Mt
R = iri T mara

mq —|—m2

We will use the chain rule to transform our Hamiltonian. As a simple example, if we were working
in one dimension we might use the chain rule like this.

4 _ 99 9RO
driy  Or Or Ori OR

In three dimensions we would have.

ﬁlzﬁr-f—

m1—|—m2
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_7;L2 . 2 . 2 . .
H=_—" [v§+ (L) v§%+Lvr-vR1

2m1

Defining the reduced mass p

and the total mass

M:m1—|—m2
we get.
R
H=_—— 2 " 92

The Hamiltonian actually separates into two problems: the motion of the center of mass as a
free particle
_h2

H =
2M

=2
Vi

and the interaction between the two particles.

h? =,
H=—-——V V(7
2M T‘+ (T)

This is exactly the same separation that we would make in classical physics.
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12.4 Identical Particles

It is not possible to tell the difference between two electrons. They are identical in every way. Hence,
there is a clear symmetry in nature under the interchange of any two electrons.

We define the interchange operator Pj5. By our symmetry, this operator commutes with H so
we can have simultaneous eigenfunctions of energy and interchange.

If we interchange twice, we get back to the original state,
Pratp(x1, 29) = (2, 71)
PraPratp(x1, 22) = (w1, 22)

so the possible eigenvalues of the interchange operator are just +1 and -1.

Piotpy =34

It turns out that both possibilities exist in nature. Some particles like the electron, always have
the -1 quantum number. The are spin one-half particles and are called fermions. The overall
wavefunction changes sign whenever we interchange any pair of fermions. Some particles, like the
photon, always have the +1 quantum number. They are integer spin particles, called bosons.

There is an important distinction between fermions and bosons which we can derive from the in-
terchange symmetry. If any two fermions are in the same state, the wave function must be zero in
order to be odd under interchange.

Y = ui(1)uj(w2) = ui(wr)uj(w2) — uj(z1)ui(z)

(Usually we write a state like u;(x1)u;(x2) when what we mean is the antisymmetrized version of
that state u;(z1)u;(x2) — w;(z1)ui(x2).) Thus, no two fermions can be in the same state. This is
often called the Pauli exclusion principle.

In fact, the interchange symmetry difference makes fermions behave like matter and bosons behave
like energy. The fact that no two fermions can be in the same state means they take up space,
unlike bosons. It is also related to the fact that fermions can only be created in conjunction with
anti-fermions. They must be made in pairs. Bosons can be made singly and are their own
anti-particle as can be seen from any light.

12.5 Sample Test Problems

1. * Calculate the Fermi energy for N particles of mass m in a 3D cubic “box” of side L. Ignore
spin for this problem.
Answer
The energy levels are given in terms of three quantum numbers.

2R
~ omL?

(n + 1y +12)
The number of states with inside some (n2 + nZ 4+ n2)maz (3 of a a sphere in n space) is

14 3
N = ggw(ni + ni + nf)ﬁmw
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So for N particles filling the levels,
3 6N
(ni + ni + ng)fnaw = 7

2
6N\ 3
0
The energy corresponding to this is the Fermi energy.

2p% (6N
o= g (%)

“omL2 \ 7«

(ni + nqzl + n?)maz =

RN

. * We put N fermions of mass m into a (cold) one dimensional box of length L. The particles
go into the lowest energy states possible. If the Fermi energy is defined as the energy of the
highest energy particle, what is the Fermi energy of this system? You may assume that there
are 2 spin states for these fermions.
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13 3D Problems Separable in Cartesian Coordinates

We will now look at the case of potentials that separate in Cartesian coordinates. These will
be of the form.
V(r) = Vi(z) + Va(y) + Vs(2)

In this case, we can solve the problem by separation of variables.

H=H,+H,+ H,
(He + Hy + Hz)u(z)o(y)w(z) = Eu(z)v(y)w(z)

[Hou(@)] v(y)w(z) +u(x) (Hy + H) v@gu(z) = Bu(@)o(y)u(s)
Hu() _ o (Hy+ HJolu(z)
ul) oy lz) ’

The left hand side of this equation depends only on z, while the right side depends on y and z. In
order for the two sides to be equal everywhere, they must both be equal to a constant which
we call €.

The z part of the solution satisfies the equation
Hyu(z) = egu(x).
Treating the other components similarly we get

Hyv(y) = eyv(y)
H.w(z) = e;w(z)

and the total energy is
E=c¢€;+e+e..

There are only a few problems which can be worked this way but they are important.

13.1 Particle in a 3D Box

An example of a problem which has a Hamiltonian of the separable form is the particle in a 3D
box. The potential is zero inside the cube of side Land infinite outside. It can be written as a

sum of terms.
H=H,+H,+H,

The energies are

w2h2

Erngnynz = m(ni +ny +nl).

They depend on three quantum numbers, (since there are 3 degrees of freedom).
u () = sin (nmmc) sin (nuwy) sin (TLZTFZ)
nr,ny,nz - i3 3 i3

For a cubic box like this one, there will often be degenerate states.
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13.1.1 Filling the Box with Fermions

If we fill a cold box with N fermions, they will all go into different low-energy states. In fact, if the
temperature is low enough, they will go into the lowest energy N states.

If we fill up all the states up to some energy, that energy is called the Fermi energy. All the states
with energies lower than Ep are filled, and all the states with energies larger than Ep are empty.
(Non zero temperature will put some particles in excited states, but, the idea of the Fermi energy is
still valid.)

n2h? n2h?

2 2 2\ 2
oz ety +nz) = o er < Br

Since the energy goes like n2 + nf/ +n?2, it makes sense to define a radius r, in n-space out to which
the states are filled.

‘ny

o o o o o o

o o (] (] (-] (]
Occupied States

nx

nz

The number of states within the radius is

14
N = (2)spin§§7rri

where we have added a factor of 2 because fermions have two spin states. This is an approximate
counting of the number of states based on the volume of a sphere in n-space. The factor of %
indicates that we are just using one eighth of the sphere in n-space because all the quantum numbers
must be positive.
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We can now relate the Fermi energy to the number of particles in the box.

b T, <3N>% 7r2h2<3N>% w2h2 <3n)
F = e = e PR

~ omlL? "n 2mL? \ = 2m \wL3 2m \ 7

We can also integrate to get the total energy of all the fermions.

1 b r2n2h? w2 o 3R> 3N 3 ©h? (3n 3
FEiot = 2= [ 4mr? dr = In — 21) = e I
ot 8/ " omrz " T 2ml? s 1OmL2<7T> 10m<7r)
0

where the last step shows how the total energy depends on the number of particles per unit volume
n. It makes sense that this energy is proportional to the volume.

The step in which Er and E},; is related to N is often useful.

27;?/2 N %
By (3N
2m \ rwL3

mh: 3N\
Etot - 2
10mL T

13.1.2 Degeneracy Pressure in Stars

The pressure exerted by fermions squeezed into a small box is what keeps cold stars from collapsing.
White Dwarfs are held up by electrons and Neutron Stars are held up by neutrons in a much smaller
box.

We can compute the pressure from the dependence of the energy on the volume for a fixed
number of fermions.

dE = ﬁé%s?:PAds:Pdv
Po= 5
B = T (F) v
w2 (3N\? .
P = T (7) v
15m s 15m \ =«

The last step verifies that the pressure only depends on the density, not the volume and the N
independently, as it should. We will use.

_mR (3N\F L mh (3N T
15m \ 7 C15m \ 7
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To understand the collapse of stars, we must compare this to the pressure of gravity. We compute
this approximately, ignoring general relativity and, more significantly, the variation of gravitational
pressure with radius.

R
Minsie4 2
E*—/G dm"pdr
T

=

G )4
/ 7T'f‘ ) 72 pd
0

3GM2
“5R

_ (47)G2 5 _

The mass of the star is dominated by nucleons.
M = NMy

Putting this into our energy formula, we get.

E= —gc:(NMN)2 (%ﬁ) V-3

We can now compute the pressure.

oE 1 AT\T
Pj=——=—G(NMy)?*(=) V3
0= gy — 5¢VMN) (3)

The pressures must balance. For a white dwarf, the pressure from electrons is.

342 3
Pe _ m FL 3Ne 3 V7%
15me, ™

2 3.2 5
ao (3w (3
 \4r 3Gm M3 \ 7 N2

There are about two nucleons per electron

We can solve for the radius.

wl
® colen

N =~ 2N,

1
8172\ * R’ .
R= N3
( 512 ) CGm M3,
The radius decreases as we add mass. For one solar mass, N = 10°7, we get a radius of 7200 km,
the size of the earth. The Fermi energy is about 0.2 MeV.

so the radius becomes.

A white dwarf is the remnant of a normal star. It has used up its nuclear fuel, fusing light elements
into heavier ones, until most of what is left is Fe®® which is the most tightly bound nucleus. Now
the star begins to cool and to shrink. It is stopped by the pressure of electrons. Since the pressure
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from the electrons grows faster than the pressure of gravity, the star will stay at about
earth size even when it cools.

If the star is more massive, the Fermi energy goes up and it becomes possible to absorb the electrons
into the nucleons, converting protons into neutrons. The Fermi energy needs to be above 1 MeV.
If the electrons disappear this way, the star collapses suddenly down to a size for which the Fermi
pressure of the neutrons stops the collapse (with quite a shock). Actually some white dwarfs stay
at earth size for a long time as they suck in mass from their surroundings. When they have just
enough, they collapse forming a neutron star and making a supernova. The supernovae are all nearly
identical since the dwarfs are gaining mass very slowly. The brightness of this type of supernova has
been used to measure the accelerating expansion of the universe.

We can estimate the neutron star radius.

My

R— R—YN3273 =10

Me
Its about 10 kilometers. If the pressure at the center of a neutron star becomes too great, it collapses
to become a black hole. This collapse is probably brought about by general relativistic effects, aided

by strange quarks.

13.2 The 3D Harmonic Oscillator

The 3D harmonic oscillator can also be separated in Cartesian coordinates. For the case of a
central potential, V = %mwzrz, this problem can also be solved nicely in spherical coordinates using
rotational symmetry. The cartesian solution is easier and better for counting states though.

Lets assume the central potential so we can compare to our later solution. We could have three
different spring constants and the solution would be as simple. The Hamiltonian is

2
1
H = ;—m + gmw2r2
21 > 1 2 1
H = 5—1 + §mw2x2 + % + §mw2y2 + 5—'2 + §mw222

H = H,+H,+H.

The problem separates nicely, giving us three independent harmonic oscillators.

E = <nm—|—ny—|—nz+g> hw

wnw,ny,nz (JJ, Y, Z) = Ung (,’E)’U,nu (y)unz (Z)

This was really easy.

This problem has a different Fermi surface in n-space than did the particle in a box. The boundary
between filled and unfilled energy levels is a plane defined by
Er 3

Ng+Ny+n,=—-—— ¢

hw 2
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13.3 Sample Test Problems

1.

10.

11.

A particle of mass m in 3 dimensions is in a potential V(z,y, 2) = +k(z* + 2y* + 32?). Find
the energy eigenstates in terms of 3 quantum numbers. What is the energy of the ground
state and first excited state?

* N identical fermions are bound (at low temperature) in a potential V(r) = %moﬂr?. Use

separation in Cartesian coordinates to find the energy eigenvalues in terms of a set of three
quantum numbers (which correspond to 3 mutually commuting operators). Find the Fermi
energy of the system. If you are having trouble finding the number of states with energy less
than EFr, you may assume that it is a(Er/hw)3.

A particle of mass m is in the potential V (r) = $mw?(z* + y?). Find operators that commute
with the Hamiltonian and use them to simplify the Schrédinger equation. Solve this problem
in the simplest way possible to find the eigen-energies in terms of a set of ”quantum numbers”

that describe the system.

A particle is in a cubic box. That is, the potential is zero inside a cube of side L and infinite
outside the cube. Find the 3 lowest allowed energies. Find the number of states (level of
degeneracy) at each of these 3 energies.

A particle of mass m is bound in the 3 dimensional potential V (r) = kr2.

a) Find the energy levels for this particle.

b) Determine the number of degenerate states for the first three energy levels.

A particle of mass m is in a cubic box. That is, the potential is zero inside a cube of side L
and infinite outside.

a) Find the three lowest allowed energies.
b) Find the number of states (level of degeneracy) at each of these three energies.

¢) Find the Fermi Energy Er for N particles in the box. (N is large.)

A particle is confined in a rectangular box of length L, width W, and “tallness” T. Find
the energy eigenvalues in terms of a set of three quantum numbers (which correspond to 3
mutually commuting operators). What are the energies of the three lowest energy states if
L =2a, W = 1la, and T = 0.5a.

A particle of mass m is bound in the 3 dimensional potential V (r) = kr2.

a) Find the energy levels for this particle.

b) Determine the number of degenerate states for the first three energy levels.

782

In 3 dimensions, a particle of mass m is bound in a potential V(r) = Toe

a) The definite energy states will, of course, be eigenfunctions of H. What other operators
can they be eigenfunctions of?

b) Simplify the three dimensional Schrédinger equation by using these operators.
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14 Angular Momentum

14.1 Rotational Symmetry

If the potential only depends on the distance between two particles,

the Hamiltonian has Rotational Symmetry. This is true for the coulomb (and gravitational)
potential as well as many others. We know from classical mechanics that these are important
problems.

If a the Hamiltonian has rotational symmetry, we can show that the Angular Momentum operators
commute with the Hamiltonian (See section 14.4.1).

[H,L;)=0
We therefore expect each component of L to be conserved.

We will not be able to label our states with the quantum numbers for the three components of
angular momentum. Recall that we are looking for a set of mutually commuting operators
to label our energy eigenstates. We actually want two operators plus H to give us three quantum
numbers for states in three dimensions.

The components of angular momentum do not commute (See section 14.4.2) with each other

(L., L,] = ihL,

12.

[Li, LJ] = iheijkLk

but the square of the angular momentum commutes with any of the components

[L*, Li] =0

These commutators lead us to choose the mutually commuting set of operators to be H, L?,
and L.. We could have chosen any component, however, it is most convenient to choose L. given
the standard definition of spherical coordinates.

The Schrodinger equation can now be rewritten (See section 14.4.3) with only radial derivatives
and L?.

—p2
WVQUE(F%LV(T)UE(F) = Eup(r)

“n2l1/ 8\ 10 IL? . .
W[P (’E) o e ug() + V(rjug(f) = Eug(r)
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This leads to a great simplification of the 3D problem.

It is possible to separate the Schrodinger equation since r and L? appear separately. Write the
solution as a product

up(F) = Rpe(r)Yem (60, ¢)

where ¢ labels the eigenvalue of the L? operator and m labels the eigenvalue of the L, operator.
Since L, does not appear in the Schrodinger equation, we only label the radial solutions with the
energy and the eigenvalues of /.

We get the three equations.

LY (0, ¢) = (L + 1)1* Yo (6, ¢)

9 2

By assuming the eigenvalues of L? have the form £(¢ + 1)712, we have anticipated the solution
but not constrained it, since the units of angular momentum are those of i and since we expect
L? to have positive eigenvalues.

(Yem|L?|Yem) = (Lo Yem|LeYem) + (LyYem|LyYem) + (LzYem|L=Yem) > 0

The assumption that the eigenvalues of L, are some (dimensionless) number times 7 does not
constrain our solutions at all.

We will use the algebra of the angular momentum operators to help us solve the angular part of
the problem in general.

For any given problem with rotational symmetry, we will need to solve a particular differential
equation in one variable r. This radial equation can be simplified a bit.

%) REg(T) = EREg(T‘)

~m2[9*> 20
W "W + ;E} RE@(T) + (V(T) +

We have grouped the term due to angular momentum with the potential. It is often called a pseudo-
potential. For £ # 0, it is like a repulsive potential.

14.2 Angular Momentum Algebra: Raising and Lowering Operators

We have already derived the commutators of the angular momentum operators

[L.,L,) = ihL.
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[Li,Lj] = iheijkLk
[L*,L;] = O.

We have shown that angular momentum is quantized for a rotor with a single angular variable. To
progress toward the possible quantization of angular momentum variables in 3D, we define the
operator L, and its Hermitian conjugate L_.

Li=L,+xilL,.
Since L? commutes with L, and L, it commutes with these operators.

[L? Li] =0

The commutator with L, is.

Ly, L] =Ly, L,) £4[Ly,L,) =ih(—L,+iL,) = FhL.

From the commutators [L?, L+] = 0 and [L4, L,] = FhL, we can derive the effect of the operators
(See section 14.4.5) Ly on the eigenstates Yy, and in so doing, show that ¢ is an integer greater
than or equal to 0, and that m is also an integer

(=01,2,..
A <m</
m=—0,—0+1,..¢
LiYem = b0t +1) —m(m £+ 1)Yo(ma1)

Therefore, Ly raises the z component of angular momentum by one unit of & and L_ lowers it by
one unit. The raising stops when m = ¢ and the operation gives zero, LYy, = 0. Similarly, the
lowering stops because L_Yy_, = 0.

1=0 1=1 1=2 1=3 =4

L*I L,l L.I L
L] S 1

Solution to radial equation dependson 1. LT_LI 4

Angular momentum is quantized. Any measurement of a component of angular momentum will
give some integer times h. Any measurement of the total angular momentum gives the somewhat

curious result
|L| =4+ 1)h



205

where / is an integer.

Note that we can easily write the components of angular momentum in terms of the raising and
lowering operators.

1
L = F(L++Lo)
L, = ~(L,-L.)
oot T

We will also find the following equations useful (and easy to compute).
(L., L] = i[Ly, Ly —i[Ly L, =h(L.+L.)=2hL.
L? = LyL_+1L?-hL,.

* See Example 14.5.1:

*

* See Example 14.5.2:

*

14.3 The Angular Momentum Eigenfunctions

The angular momentum eigenstates are eigenstates of two operators.

LY (8, ¢) = (L + 1)1*Yem (6, ¢)

All we know about the states are the two quantum numbers ¢ and m. We have no additional
knowledge about L, and L, since these operators don’t commute with L,. The raising and
lowering operators Ly = L, £ i¢L, raise or lower m, leaving ¢ unchanged.

LiYem = W/l +1) — m(m £ 1)Yoina1)

The differential operators take some work to derive (See section 14.4.4).

_no
i 0¢

- 0 0
+ig .
Ly =he <i—ae+zcot96¢>

L




206

Its easy to find functions that give the eigenvalue of L.
Yim (6, 6) = ©(0)2(¢) = O(9)e™?
LY (0,0) = —=—0(0)e'™? = Eime(o)eimﬁ = mhY (6, 9)
i

To find the 6 dependence, we will use the fact that there are limits on m. The state with maximum
m must give zero when raised.

LYy = he' (g + i cot 92) Gg(ﬁ)eiw =0

00 0¢
This gives us a differential equation for that state.
0
%é) +1i0(0) cot 8(if) =0
do(

The solution is

() = C'sin® 6.
Check the solution. 0
0 = Clcosfsin’~ 10 = ¢ cot HO

Its correct.

Here we should note that only the integer value of ¢ work for these solutions. If we were to use
half-integers, the wave functions would not be single valued, for example at ¢ = 0 and ¢ = 27. Even
though the probability may be single valued, discontinuities in the amplitude would lead to infinities
in the Schrodinger equation. We will find later that the half-integer angular momentum states
are used for internal angular momentum (spin), for which no 6 or ¢ coordinates exist.

Therefore, the eigenstate Yy, is.

Yy = C'sin(0)e™?

We can compute the next state down by operating with L_.
Yoo—1)y=CL Yy

We can continue to lower m to get all of the eigenfunctions.

We call these eigenstates the Spherical Harmonics. The spherical harmonics are normalized.

1 27
/d(cosG) /d¢ Yo Yo =1
1 0

Since they are eigenfunctions of Hermitian operators, they are orthogonal.
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/dQ S/Etnn’m’ = (Sggzémm/

We will use the actual function in some problems.

1
Yoo = —
00 o
3 s .
Y1 = —4/— €'® sinf
8
3
Yo = e cosf
15 5.0 .
}/22 = E62Z¢ 81n29
15
Yor = —y/— ¢ sinfcosf
8
Yoo = i(3(303219—1)
7 Vi6r

The spherical harmonics with negative m can be easily compute from those with positive m.

Yeem) = (=D)"Y,

Any function of § and ¢ can be expanded in the spherical harmonics.

0o 4

£0.0) =" ComYum(0,0)

=0 m=—¢

The spherical harmonics form a complete set.

00 4 0o 4
SN Wom) Vel =D > [em) (tm| =1

=0 m=—¢ =0 m=—/

When using bra-ket notation, |¢m) is sufficient to identify the state.

The spherical harmonics are related to the Legendre polynomials which are functions of 6.

Y(0,0) = <2€;1>2Pg(cos9)
2W41(6—m)]? .
Vi = (0 [P P eosye
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14.3.1 Parity of the Spherical Harmonics

In spherical coordinates, the parity operation is

r = r
0 — 7m—10
¢ — o+

The radial part of the wavefunction, therefore, is unchanged and the
R(r) — R(r)

parity of the state is determined from the angular part. We know the state Yy, in general.
A parity transformation gives.

Yoo (0, 6) — Yeo(m — 0,6 + 1) = e sin®(0) = " Yy = (—1)" Y
The states are either even or odd parity depending on the quantum number ¢.
parity = (—1)*
The angular momentum operators are axial vectors and do not change sign under a parity transfor-

mation. Therefore, L_ does not change under parity and all the Y, with have the same parity as
\i

L_ Yy — (=1)*L_Yy
Yom(m = 0,6 + 1) = (1) Yem (6, 0)

14.4 Derivations and Computations
14.4.1 Rotational Symmetry Implies Angular Momentum Conservation

In three dimensions, this means that we can change our coordinates by rotating about any one of
the axes and the equations should not change. Lets try and infinitesimal rotation about the z axis.
The x and y coordinates will change.

2 =z +dy
y =y — dbx

The original Schrodinger Equation is

Hi(x,y,2) = E¢($= Y, Z)
and the transformed equation is

Hy(x + dBy,y — dfx, z) = Ev(x + dfy,y — dfx, z).
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Now we Taylor expand this equation.

oY oY

o o
Hy(z,y,z)+ Hdb (%y_[)_y )

x) = EY(z,y,2) + Edf <%y — 8—y:v

Subtract off the original equation.

0 0 0 0
1 (g g5) o= (g g5 10

We find an operator that commutes with the Hamiltonian.

h 0 0
[Hﬁ <"”a—y‘y%)] =0

Note that we have inserted the constant % in anticipation of identifying this operator as the z
component of angular momentum.
L=rxp

T A
== $8y y(?:z: = TPy — YPx

We could have done infinitesimal rotations about the = or y axes and shown that all the components
of the angular momentum operator commute with the Hamiltonian.
[H,L,)=[H,L;]=[H,L,]=0

Remember that operators that commute with the Hamiltonian imply physical quantities that are
conserved.

14.4.2 The Commutators of the Angular Momentum Operators

[La, Ly] # 0,

however, the square of the angular momentum vector commutes with all the components.
[L?,L.]=0

This will give us the operators we need to label states in 3D central potentials.

Lets just compute the commutator.

[Lma Ly] = [ypz — ZDy, RPx — xpz] = y[Pm Z]pm + [Zapz]pyx

h

= ;[ypx —xpy| = ihL,

Since there is no difference between x, y and z, we can generalize this to

[Li, LJ] = iheijkLk



210

where €53 is the completely antisymmetric tensor and we assume a sum over repeated indices.
€ijk = —€jik = —€ikj = —€kji

The tensor is equal to 1 for cyclic permutations of 123, equal to -1 for anti-cyclic permutations, and
equal to zero if any index is repeated. It is commonly used for a cross product. For example, if

L=7Fxp
then
Li = rjpreijk

where we again assume a sum over repeated indices.

Now lets compute commutators of the L? operator.

L? = LI+L2+1L2
(L., L? [L.,L2)+ [L.,L7]
[L.,Ly)Ly + Ly[L,, Ly + [Ls, Lyl Ly + Ly[L,, L]
= ih(LyLy + L,L, — LyL,—L,L;)=0

We can generalize this to
[L;, L?] = 0.

L? commutes with every component of L.

14.4.3 Rewriting % Using L2

We wish to use the L? and L, operators to help us solve the central potential problem. If we can
rewrite H in terms of these operators, and remove all the angular derivatives, problems will be greatly
simplified. We will work in Cartesian coordinates for a while, where we know the commutators.

First, write out L2.

L* = (Fxp)?
el e L o oV (0 9
N Y52 dy Or 0z dy Yor
Group the terms.
0? 0? 0? 0? 0? 0?
2_ 2| 2(9 | 9 2 07 O 2f O O
L7= h [x (822 + 8y2) ty (8332 + 822> te (8332 + 8y2>

I P S AP S AP LA WL W
Y 0xdy = 0yoz 10202 “or 4 dy “9-
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We expect to need to keep the radial derivatives so lets identify those by dotting 7 into p. This will
also make the units match L2.

9 9 . 9\
P2 = R = - =
(- p) (Iax+y6y+zaz>
0? 0? 0? 0? 0?
— —h2 27 27 2Y 2 2 2
(I Ox? ty Oy> te 022 + xya:vay + yzayaz + ¥ 902
—I—xﬂ —l—yi —l—zﬁ
Ox oy 0z

By adding these two expressions, things simplify a lot.

L 4 (F-p)? = r?p? +ihi-

We can now solve for p? and we have something we can use in the Schrédinger equation.

1 . o

p? = —TQ(L2+(T-]5)2—zhr-p)
1., R/ 0\ _,10
= 2l ‘72(’“5) e

The Schrédinger equation now can be written with only radial derivatives and L2.

1/ 0\ 10 L2 . .
e [_ (v3r) 18~ e | o) V) = Fus

14.4.4 Spherical Coordinates and the Angular Momentum Operators

The transformation from spherical coordinates to Cartesian coordinate is.

x = rsinfcos¢
= rsinfsing
z = rcosf

The transformation from Cartesian coordinates to spherical coordinates is.

rz\/m

z

Va4 y? + 22

Y
z

cosf =

tangp =
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We now proceed to calculate the angular momentum operators in spherical coordinates. The first
step is to write the % in spherical coordinates. We use the chain rule and the above transformation
from Cartesian to spherical. We have used dcosf = —sinfdf and dtan¢ = @dqﬁ. Ultimately
all of these should be written in the sperical cooridnates but its convenient to use x for example in
intermediate steps of the calculation.

g B gﬁ_i_acos@ 0 +8tan¢ 0
dxr Oz or Or 0Jcosb ox 8tan¢
r0d —xz —1 0 y
= et e e

1 0 1 sinfsing 052
n6 oo Tsin2960s2¢ ¢3_¢
0 lsmqﬁa

00 rsinf ¢

0 ﬁg_‘_acosﬁ 0 +8tan¢ 0

oy Jy Or Jdy Ocos dy 8tan¢

yod —yz —1 0 1

— g - v - 2 JR—
7 or r3 sinf 89 (ba(b

1
= s1n9008¢) 0 —l— —S1n900s¢cos9

1
= sin@cosgba— + —cos¢cosd
roor

0 17 ¢_
986‘ rsin@cosqﬁ o5 ol
o 8 1 9 lcosgb 0
= sm@s1n¢§—i—;smqﬁcosﬁ%—i-;sme 96

0 ﬁg+8c059 0 +8tan¢ 0
0z 0z Or 0z 0dcosb 0z Otang

oL (1o
T oror 73 ) sinf 00
0 1 9 -1 0
= COS@E-F;(l—COS 9)sin9%
o

0
= COS@E - s1n6‘%

1
= s1n951n¢ 0 + —sm@smd)cos@
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Bringing together the above results, we have.

5 o 1 O 1lsing O
5 = s1n9cos¢> +;COS¢C039%_;SH19 0o
5 1 O lcos¢p O
9 = sinfsing— + - si 056 T 7 5n0 96
3y sin smqbar-i-TSlH(bCOS 89+rsin9 0¢
) 0 1. ,9

5 = cos 95 - 51119%

Now simply plug these into the angular momentum formulae.

L_h 9 9\ ha
2= Yoy Yor) i

, h 0 o . 0 0 h N 0 0
Ly = LwizLy—;(y&—za—yiz(zg—xa)>—;((yiz:v)a—z(a—$ %>>
.0 o , .0
= T“L<:F(:1::I:zy)&:|:z<%:|:za—y>)
= hr <:F s1n96i1¢§ + cos6 (ﬁ + z§)>

) dy
_oh (¥ sin fei® (r%% - sine%) = cosf (rsmeeiw% * Coseeiw% . %8%»
— et <i% + zCOt96—¢>

We will use these results to find the actual eigenfunctions of angular momentum.

h 0

L= 59
Ly = het® :I:ﬁ—i—zcotﬁ—
00 o

14.4.5 The Operators L.

The next step is to figure out how the L1 operators change the eigenstate Yy,,. What eigenstates
of L? are generated when we operate with L, or L_?

L*(LiYpm) = Ly L*Yo = £(0 + 1)R* (L4 Yin,)

Because L? commutes with L, we see that we have the same £(¢ + 1) after operation. This is also
true for operations with L.

L*(L.Yem) = Lo LY = (0 + 1)h* (L. Yem)
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The operators L, L_ and Lz do not change ¢. That is, after we operate, the new state is still an
eigenstate of L? with the same eigenvalue, ¢(¢ + 1).

The eigenvalue of L, is changed when we operate with Ly or L_.

Lz(Linm) = LiLGm + [Lzu Li]nm
= mh(LaYem) £ hLaYem = (m £+ 1)A(LeYem)

(This should remind you of the raising and lowering operators in the HO solution.)

From the above equation we can see that (L1Yy,) is an eigenstate of L.
LiYem = C(€,m)Yy(m+1)

These operators raise or lower the z component of angular momentum by one unit of #.

Since Ll = L=, its easy to show that the following is greater than zero.

Writing Ly L_ in terms of our chosen operators,

LeLy = (LpFiLy)(Ly+ily) =L+ L) +iL,L, FiLyL,
= L}+L}+i[L,, Ly =L*—L:FhL,

we can derive limits on the quantum numbers.

(Yem|(L? = L2 F BL.)Yem) > 0
(Ll +1) —m? Fm)h*> >0
Ll+1)>m(m=*1)

We know that the eigenvalue £(¢ + 1)h? is greater than zero. We can assume that
>0

because negative values just repeat the same eigenvalues of £(£ + 1)k

The condition that £(¢ + 1) > m(m £ 1) then becomes a limit on m.
A <m</

Now, L4 raises m by one and L_ lowers m by one, and does not change ¢. Since m is limited to be
in the range —¢ < m < ¢, the raising and lowering must stop for m = £/,

L_Yy—¢p=0
LiYu=0
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The raising and lowering operators change m in integer steps, so, starting from m = —/, there will
be states in integer steps up to /.

m=—l,—L+1,..,0—1,0

Having the minimum at —¢ and the maximum at +¢ with integer steps only works if / is an integer
or a half-integer. There are 2/ + 1 states with the same ¢ and different values of m. We now know
what eigenstates are allowed.

The eigenstates of L? and L, should be normalized
The raising and lowering operators acting on Yy, give

LiYem = C(€,m)Yy(m+1)

The coefficient Cy (¢, m) can be computed.

(LiYem|LsYem) = |1CEmM)*(Yeaman)Yeimar))
= |C,m)]?

(Yo |L+L+Yem)

= (Yom|(L* = L2 F hL.)Yem)

(0t 4 1) —m? Fm)h?

(L(+1) —m?® Fm) h?

B0+ 1) —m(m +1)

<L:|:}/Em|L:i:}/Em>

C(¢,m)|?
Ci(l,m)

We now have the effect of the raising and lowering operators in terms of the normalized eigenstates.

Lt Yom = ha/0(l+ 1) — m(m £ 1) ¥y
14.5 Examples
14.5.1 The Expectation Value of L,

What is the expectation value of L, in the state ¢(7) = R(r)(\/gyll(ﬁ, o) — i\/ng_l(G, )?

The radial part plays no role. The angular part is properly normalized.

2 /1 2 /1
<\/;Y11 - Z\/;Yl—llel\/;Yll - l\/;Y1—1>

2 1 2 1

Y1 —iy/=Yi_ —hY; i\ =hYi_
<\/g 11 Z\/; 1 1|\/; 11+2\/; 1 1>
2 1 1

(3 3) 3

(Y] Lz1p)
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14.5.2 The Expectation Value of L,

What is the expectation value of L, in the state (7) = R(r)(\/gYu(ﬁ, @) — \/ngO(H

T AR PRN A
<\/7Y11 \/>Y10|\/>L Y — \/7L+Y10>
<

We need L, = (L + L_)/2.

N =

N~

\[YH \fy10|\[\fno—\[fyn>

-1-1) :—zh
3

NSt NS

14.6 Sample Test Problems

1. Derive the commutators [L?, L ] and [L.,Ly]. Now show that LY, = CYy(,11), that is,
L raises the L, eigenvalue but does not change the L? eigenvalue.
Answer

Liy=L,+iL,
Since L? commutes with both L, and L,
[L27 L+] =0.
[L.,Ly)=[L,, Ly +iLy] =[L,, L] +3i[L,Ly| =ih(Ly —iL;) = h(Ly +iLy) = AL

We have the commutators. Now we apply them to a Yy,,.

(L%, LYo = L*Ly Yo — Ly LY = 0

L2(LyYom) = 00 + D)2 (Lo Yor)
So, LYy, is also an eigenfunction of L? with the same eigenvalue. L, does not change /.
[L27 L+]Yv€m = LzL-i—Yva - L-l—Lz}/@m = hL-l—Yva

Lo(LyYem) — m(L4Yem) = R(L4 Yem)

So, L, raises the eigenvalue of L.

2. Write the (normalized) state which is an eigenstate of L? with eigenvalue (¢4 1)h? = 2h? and
also an eigenstate of L, with eigenvalue 0% in terms of the usual Yy,,.
Answer
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An eigenvalue of £(£+1)h? = 2h? implies £ = 1. We will need a linear combination of the Y3,
. _ Lyt

to get the eigenstate of L, = =+5=.

Ly+L_

S (AYi1 + BYio + CYio1) =0

5 (AY10+ BY11 + BY1-1 + CY10) =0

—Sl=

BY;1 +(A+C)Yyo+ BY1-1) =0

Since this is true for all 8 and ¢, each term must be zero.

B=0
A=-C
The state is .
— Y11 —-Yi)

V2

The trivial solution that A = B = C = 0 is just a zero state, not normalizable to 1.

Write the (normalized) state which is an eigenstate of L? with eigenvalue £(¢ 4 1)h? = 2h? and
also an eigenstate of L, with eigenvalue 1% in terms of the usual Yy,,.

Calculate the commutators [p., L,] and [L2, L.].

Derive the relation Ly Y, = hy/€(€ + 1) — m(m + 1)Yy(41)-

A particle is in a [ = 1 state and is known to have angular momentum in the = direction equal
to +h. That is Lytp = hep. Since we know [ = 1, ¢ must have the form ¢ = R(r)(aY11 +
bY1 o + Y1 _1). Find the coefficients a,b, and ¢ for ¢ normalized.

Calculate the following commutators: [z, L], [Ly, L?], [$mw?r?, p,].
Prove that, if the Hamiltonian is symmetric under rotations, then [H, L,] = 0.

In 3 dimensions, a particle is in the state:
P(r) = C(iYs3 — 2Y30 + 3Y31) R(r)

where R(r) is some arbitrary radial wave function normalized such that

/OO R*(r)R(r)r?dr = 1.
0

a) Find the value of C that will normalize this wave function.

b) If a measurement of L, is made, what are the possible measured values and what are
probabilities for each.

¢) Find the expected value of < L, > in the above state.
Two (different) atoms of masses My and My are bound together into the ground state of a
diatomic molecule. The binding is such that radial excitations can be neglected at low energy

and that the atoms can be assumed to be a constant distance a = 3A apart. (We will ignore
the small spread around r = a.)

a) What is the energy spectrum due to rotations of the molecule?
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b) Assuming that R(r) is given, write down the energy eigenfunctions for the ground state
and the first excited state.

¢) Assuming that both masses are about 1000 MeV, how does the excitation energy of the
first excited state compare to thermal energies at 300°K.

15 The Radial Equation and Constant Potentials *

15.1 The Radial Equation *

After separation of variables, the radial equation depends on /.

—h2[1 ( a)2+1a 0 +1)

Rpe(r) +V(r)Ree(r) = ERge(r)

24 r2 TW ror 12

It can be simplified a bit.

—h? [32 20 L(l+1)

T i } Rpe(r) +V(r)Ree(r) = ERge(r)

or?  ror 72

The term due to angular momentum is often included with the potential.

00+ 1)K

11. -n2[9* 290
212

2MW;§

} Rpe(r) + (V(r) + ) Rpo(r) = ERye(r)

This pseudo-potential repels the particle from the origin.

15.2 Behavior at the Origin *

The pseudo-potential dominates the behavior of the wavefunction at the origin if the
potential is less singular than T%

R[> 20 0+ 1)n? 7
W [W + ;E] Rpe(r) + (V(T) + W) Rie(r) = ERyp(r)

For small r, the equation becomes

Ry (T) =0

2 20 00 +1)
[WHE] nelr) = =3

The dominant term at the origin will be given by some power of r

R(r) =7r°.
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Higher powers of r are OK, but are not dominant. Plugging this into the equation we get
[s(s — Drs=2 4 257‘5_2} — 4+ 1)r 2 =0.

s(s—1)+2s=40(+1)
s(s+1)=L0({+1)

There are actually two solutions to this equation, s = £ and s = —¢ — 1. The first solution, s = ¢, is
well behaved at the origin (regular solution). The second solution, s = —¢—1, causes normalization
problems at the origin (irregular solution).

15.3 Spherical Bessel Functions *

We will now give the full solutions in terms of
p = kr.
These are written for £ > V but can be are also valid for £ < V where k becomes imaginary.

p=kr —ikr
The full regular solution of the radial equation for a constant potential for a given £ is

l .
o (142

the spherical Bessel function. For small r, the Bessel function has the following behavior.

o

1-3-5-..(20+1)

Je(p) —

The full irregular solution of the radial equation for a constant potential for a given £ is

ne(p) = —(=p)" (%d%)f CO;p

the spherical Neumann function. For small 7, the Neumann function has the following behavior.

1-3-5-...(20+1
né(p)_> p[+£ )

The lowest ¢ Bessel functions (regular at the origin) solutions are listed below.

. sin p
Jo(p) =
P

. sinp cosp
qlp) = — ———

_ 3sinp  3cosp sinp
p? p? P

J2(p)
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The lowest £ Neumann functions (irregular at the origin) solutions are listed below.

cos p
no(p) = ———
P
cosp sinp
mp) = —5F - 222
. P
3cosp 3sinp cosp
na(p) = — R + p

The most general solution is a linear combination of the Bessel and Neumann functions.
The Neumann function should not be used in a region containing the origin. The Bessel and
Neumann functions are analogous the sine and cosine functions of the 1D free particle solutions.
The linear combinations analogous to the complex exponentials of the 1D free particle solutions are
the spherical Hankel functions.

0 . . .
1d sin p — i cos 7 x
__>_JL__£%_ :

_ i(p 2)
e

WW%W@+W@—GN( - '

h? (p) = jelp) — inel(p) = h{V* (p)

The functional for for large r is given. The Hankel functions of the first type are the ones that
will decay exponentially as r goes to infinity if £ < V, so it is right for bound state solutions.

The lowest ¢ Hankel functions of the first type are shown below.

ip
D) = £
D=2
ip
hV(p) = - (1 + 3)
=" (142 2)
2 ( ) p p pQ

We should also give the limits for large r, (p >> £),of the Bessel and Neumann functions.

sin (p — &

p
_An
nmﬁm%2)

Decomposing the sine in the Bessel function at large r, we see that the Bessel function is composed
of an incoming spherical wave and an outgoing spherical wave of the same magnitude.

. _ —i(kr—tm/2) _ i(krffﬂ'/Q))

%
jelp) 2ikr (e €
This is important. If the fluxes were not equal, probability would build up at the origin. All our
solutions must have equal flux in and out.
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15.4 Particle in a Sphere *

This is like the particle in a box except now the particle is confined to the inside of a sphere of
radius a. Inside the sphere, the solution is a Bessel function. Outside the sphere, the wavefunction
is zero. The boundary condition is that the wave function go to zero on the sphere.

jg(ka) =0

There are an infinite number of solutions for each /. We only need to find the zeros of the Bessel

functions. The table below gives the lowest values of ka = QmH%QE which satisfy the boundary

condition.

lin=1 n=2 n=3
0 3.14 6.28 9.42
1 4.49 7.73

2 5.72 9.10

3 6.99 10.42

4 8.18

5 9.32

We can see both angular and radial excitations.

15.5 Bound States in a Spherical Potential Well *

We now wish to find the energy eigenstates for a spherical potential well of radius a and potential
V.

V() Spherical Potential Well (Bound States)
Ru(r) = Agelkr) Ry = Bhy(irr)

k — 2u(E+Vy K = —QME r
H? h?

We must use the Bessel function near the origin.

Rng(T) = Ajg(k’l“)

2p(E + Vo)

k= 2
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We must use the Hankel function of the first type for large r.

p=kr — irkr
—2uF

72
Ry = Bh{Y (ikr)

To solve the problem, we have to match the solutions at the boundary. First match the wavefunction.
Alje(P)) pmka = Bhe(P)] pmia

Then match the first derivative.

m {dﬂ(p)]p_ka _ Blin) {dh{;ﬁp)}p_m

We can divide the two equations to eliminate the constants to get a condition on the energies.

djé(ﬁ) dhj(ﬂ)
k|2 = (ik) | —2L—
[]é(ﬂ)] 3 ( )[hé(ﬂ)] »
p=ka p=ika

This is often called matching the logarithmic derivative.

Often, the £ = 0 term will be sufficient to describe scattering. For £ = 0, the boundary condition is

cosp _ sinp ielr _ e'r

P p? _ ip ip?
K sinp = (ix) cir :
p=ka p=ika

P ip

Dividing and substituting for p, we get

(oot - ) =in (5 L),

kacot(ka) — 1= —ka — 1
kcot(ka) = —k

This is the same transcendental equation that we had for the odd solution in one dimen-
sion.

2u(E+Vb)a B —FE
h? - VW+E

—cot

The number of solutions depends on the depth and radius of the well. There can even be no solution.
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\/]/h_fE — cot ( 12 .%‘"‘/ a)u

L ] >

-V, y/nthISmaz 0

15.6 Partial Wave Analysis of Scattering *

We can take a quick look at scattering from a potential in 3D We assume that V' = 0 far from
the origin so the incoming and outgoing waves can be written in terms of our solutions for a constant
potential.

In fact, an incoming plane wave along the z direction can be expanded in Bessel functions.

e*e = e eos? = N Sam (20 + 1)if e (kr) Yao
/=0

Each angular momentum (¢) term is called a partial wave. The scattering for each partial wave
can be computed independently.

For large r the Bessel function becomes

. 1
ge(p) =  2ikr

(e—i(kr—éw/2) _ ei(kr—éw/2)) ’

so our plane wave becomes

ikz -0 —i(kr—fm/2 i(kr—0m/2
== Var(2l+1 —( ( /2) _ il ”)Y
(& 2 ( )Z 2ikr (& e 20

The scattering potential will modify the plane wave, particularly the outgoing part. To maintain
the outgoing flux equal to the incoming flux, the most the scattering can do is change the relative
phase of the incoming an outgoing waves.

1

-~ —i(kr—en/2) _ _2i6,(k) i(krffﬂ'/Z))
Ber) = =5 (e e e

_ sinkr — £r/2 4 66()) is, )
o kr
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The 00(k) is called the phase shift for the partial wave of angular momentum ¢. We can compute
the differential cross section for scattering

do _ scattered flux into df2

aQ incident flux
in terms of the phase shifts.
2
dU 1 > Sy -
== 2(26 + 1)e** sin(dy) Py(cos 6)
£=0

The phase shifts must be computed by actually solving the problem for the particular potential.

In fact, for low energy scattering and short range potentials, the first term ¢ = 0 is often enough to
solve the problem.

gk? BERREREREY

PWOFRORFRMNDWEA

Only the low ¢ partial waves get close enough to the origin to be affected by the potential.

15.7 Scattering from a Spherical Well *

For the scattering problem, the energy is greater than zero. We must choose the Bessel function in
the region containing the origin.

Rg = Ajg (k/r)

= 77’12

For large r, we can have a linear combination of functions.

Ry = Bje(kr) + Cng(kr)
2uE

k= 2
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V(r) Scattering from a Spherical Well
Ry = Aji(k'r) Ry = Bj(kr) + Cny(kr)
L — QM(E;VO) k= \/273@
h
-V,

Matching the logarithmic derivative, we get

djs(ﬂ)
k/ i P =k
[J@(P)] "y
p=k’a

dj dn
B Jéi}ﬂ) +C jéﬂ)
Bje(p) + Cne(p) N

Recalling that for r — oo,

: L
sin(p — &5
Je— ( 2)
p
I
— COS - 5
e (p—7F)
p

and that our formula with the phase shift is

sin (p — 5 + 6,(k))
p

R(r)

cos 0 sin(p — %T) + sin 6 cos(p — %T) ,

DI

we can identify the phase shift easily.

tandy = 5

We need to use the boundary condition to get this phase shift.

For ¢ =0, we get

i cos(k'a) kB cos(ka) + C'sin(ka)
sin(k’a)  Bsin(ka) — C cos(ka)

/

% cot(k’'a) (Bsin(ka) — C cos(ka)) = B cos(ka) + C'sin(ka)

(% cot(k'a) sin(ka) — cos(ka)) B= (sin(ka) + %cot(k'a) cos(ka)) c

We can now get the phase shift.

tan 6. — ¢ k cos(ka) sin(k’a) — k' cos(k'a) sin(ka)
0= B ksin(ka)sin(k’a) + k' cos(k’a) cos(ka)
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With just the £ = 0 term, the differential scattering cross section is.

do sin®(8y)
QR

The cross section will have zeros when

/

% = cot(ka) tan(k’a)

k' cot(k'a) = k cot(ka).

There will be many solutions to this and the cross section will look like diffraction.

log o

diffractive scattering

15.8 The Radial Equation for u(r) = rR(r) *

It is sometimes useful to use
Une(T) = rRye(r)
to solve a radial equation problem. We can rewrite the equation for u.
> 2d\u(r) d[(ldu 2du 2u
-4+ 2= = ([T =—-—= |4+ ==_-=
dr? =~ rdr r dr
_ 1 d%u 1 du ldu 2u 2du 2u 1d%u

rdr?2  r2dr  r2dr 3 r2dr 13 r dr?

1d?u(r)  2u 00+ 1)712 u(r)
T v - 5 | M
d*u(r)  2p 00 + 1)R? B

dT2 + ﬁ |:E — V(T) — W] ’LL(T') =0

This now looks just like the one dimensional equation except the pseudo potential due to angular
momentum has been added.

We do get the additional condition that
u(0) =0

to keep R normalizable.
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becomes.

For the case of a constant potential Vj, we define k = w and p = kr, and the radial equation
d*>u(r)  2p 0l +1)h?
72 +F E-W- Sur? (ry=0
d*u(r) LL+1)
dT2 + k2u(’f') — TU(T’) =0

For £ = 0, its easy to see that sinp and cos p are solutions. Dividing by r to get R(p), we see that
these are jo and ng. The solutions can be checked for other ¢, with some work.

15.9 Sample Test Problems

1.

A particle has orbital angular momentum quantum number [ = 1 and is bound in the potential
well V(r) = =Vp for r < a and V(r) = 0 elsewhere. Write down the form of the solution (in
terms of known functions) in the two regions. Your solution should satisfy constraints at the
origin and at infinity. Be sure to include angular dependence. Now use the boundary condition
at r = a to get one equation, the solution of which will quantize the energies. Do not bother
to solve the equation.

. A particle of mass m with 0 total angular momentum is in a 3 dimensional potential well

V(r) = =V for r < a (otherwise V(r) = 0).

a) Write down the form of the (I = 0) solution, to the time independent Schrédinger equa-
tion, inside the well, which is well behaved at at r = 0. Specify the relationship between
the particles energy and any parameters in your solution.

b) Write down the form of the solution to the time independent Schrédinger equation, outside
the well, which has the right behavior as r — oco. Again specify how the parameters
depend on energy.

¢) Write down the boundary conditions that must be satisfied to match the two regions.
Use u(r) = rR(r) to simplify the calculation.

d) Find the transcendental equation which will determine the energy eigenvalues.

A particle has orbital angular momentum quantum number [ = 1 and is bound in the potential
well V(r) = =Vp for r < a and V(r) = 0 elsewhere. Write down the form of the solution (in
terms of known functions) in the two regions. Your solution should satisfy constraints at the
origin and at infinity. Be sure to include angular dependence. Now use the boundary condition
at r = a to get one equation, the solution of which will quantize the energies. Do not bother
to solve the equation.

. A particle is confined to the inside of a sphere of radius a. Find the energies of the two lowest

energy states for £ = 0. Write down (but do not solve) the equation for the energies for ¢ = 1.
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16 Hydrogen

The Hydrogen atom consists of an electron bound to a proton by the Coulomb potential.

We can generalize the potential to a nucleus of charge Ze without complication of the problem.

Ze?

Vi) =-=

Since the potential is spherically symmetric, the problem separates and the solutions will be a
product of a radial wavefunction and one of the spherical harmonics.

wnfm(f') = Rnf (T)Sfém (97 (b)

We have already studied the spherical harmonics.

The radial wavefunction satisfies the differential equation that depends on the angular momentum
quantum number £,

2 24 20 Ze2 00+ 1)K
_ _— _ E _— Y =
(dr2 + " dr) Rge(r) + 2 ( + " 2 >REg(T) 0

where p is the reduced mass of the nucleus and electron.

MeMN

u:me+mN

The differential equation can be solved (See section 16.3.1) using techniques similar to those
used to solve the 1D harmonic oscillator equation. We find the eigen-energies

1
E= —WZ2CY2/L02

and the radial wavefunctions

Rue(p) = p" > arphe "
k=0

where the coefficients of the polynomials can be found from the recursion relation

k+4+1—n
F+D(k+20+2)""

Ap4+1 = (
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and

—8ukE
p= 2 T

The principle quantum number n is an integer from 1 to infinity.

n=123,..
This principle quantum number is actually the sum of the radial quantum number plus ¢ plus 1.
n=n,+4+1
and therefore, the total angular momentum quantum number ¢ must be less than n.
(=0,1,2,...n—1

This unusual way of labeling the states comes about because a radial excitation has the same energy
as an angular excitation for Hydrogen. This is often referred to as an accidental degeneracy.

16.1 The Radial Wavefunction Solutions

Defining the Bohr radius
h

’
amec

apg =

we can compute the radial wave functions (See section 16.3.2) Here is a list of the first several radial
wave functions Ry (7).

Ry = 2<

=
[\v]
=
Il
Sl
w
7N §|N
]
g
N— ®
(M|
7N
213
~~_
®I
N
3
~
[\]
)
[=]

3
Z \? Zr
R — 2 1—- == 7ZT/20,0
20 2a0> < 2a0> c
3 2
R32 _ 2\/5 (i 2 (ﬁ) e—Zr/3a0
27+/5 \ 3a ap
3
Ry = W2 ZN\N(Zr\ () 2T\ zrjsa
3ag ao 6ag

0
+ (5)
Z\? °0Zr  2(Zr)?
R3g = 2(— (1— r+ 4 )e_ZT/?’“O

3ap  27a2

For a given principle quantum number n,the largest ¢ radial wavefunction is given by

Ryn_1 o ,r,n—l e—Zr/nao
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The radial wavefunctions should be normalized as below.

oo

/ R Ry dr = 1
0

* See Example 16.4.2: Compute the expected values of E, L?, L,, and L, in the Hydrogen state
6('—1(,/'1()(, + 39211 — 1210 + l(]l,’glfl),*

The pictures below depict the probability distributions in space for the Hydrogen wavefunctions.

n=2l=1m="1

n=3,1=2,m="1

n=3,l=m=0

The graphs below show the radial wave functions. Again, for a given n the maximum ¢ state has no
radial excitation, and hence no nodes in the radial wavefunction. As ell gets smaller for a fixed n,
we see more radial excitation.



(rR(r))?
rR(r)
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-0.1
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—— rR(r)
-03 ~—= (rR(r)?
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(rR(r)?
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(rR(r))?
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R f O\ =1
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/ \
h 29 ] I r in units
10 20 30 of 4,
-0.1
—~0.2 e ¥R (1)
= (rR(r))?
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n=2
-04 [— 1=1

231



232

* See Example 16.4.2:

* See Example 16.4.3:

* See Example 16.4.4:

(rR(r))?
rR(r) n=3 010
1=0 — 0.
A
03 I\
]
02| ! \ —~ 0.05
AN \
0.1 - ]
/ \\ 30
! | ~ rin units
u 10 20 of a,
-0.1
n=3
02— — rR(r) 1=0
——— (rR(r))?
(Zi)
(rR(r))?
0.10
0.08
0.06
0.04
0.02
r in units
of a,
-0.1 — rR(r)
=== (rR(r))?
-0.2
n=31=1
(e)
(rR(r))?
/ —
',\‘ we3 0.10
A — 008
/ \
— 0.06
[\
! \ — 0.04
rR(r) ,’ \
/’ \\ 20 — 0.02
1 | S ,
10 20 40
r in units of a;
0.1+
e rRAr)
=== (rR(r))?
-0.2—
n=3
1=2
~0.3}|—

o0

0

A useful integral for Hydrogen atom calculations is.

_ n!
de 2" e ¥ = ——
anJrl
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16.2 The Hydrogen Spectrum

The figure shows the transitions between Hydrogen atom states.
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The ground state of Hydrogen has n = 1 and ¢ = 0. This is conventionally called the 1s state. The
convention is to name ¢ = 0 states “s”, £ = 1 states “p”, £ = 2 states “d”, and ¢ = 3 states “f”.
From there on follow the alphabet with g, h, i, ...

The first excited state of Hydrogen has n = 2. There are actually four degenerate states (not
counting different spin states) for n = 2. In terms of ¥, these are ¥ag0, Y211, Y210, and ¥o;_1.

These would be called the 2s and 2p states. Remember, all values of £ < n are allowed.

The second excited state has n = 3 with the 3s, 3p and 3d states being degenerate. This totals 9
states with the different allowed m values.

In general there are n? degenerate states, again not counting different spin states.

The Hydrogen spectrum was primarily investigated by measuring the energy of photons emitted in
transitions between the states, as depicted in the figures above and below.
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0
4s 4p 4d 4f
3s [ 3 3d 1°
413
25 2p 41,
5k
E
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11
_15 1 I ] !
0 1 2 3

Transitions which change ¢ by one unit are strongly preferred, as we will later learn.

16.3 Derivations and Calculations

16.3.1 Solution of Hydrogen Radial Equation *

The differential equation we wish to solve is.

2 24 2% Ze2 00+ 1)K
—+-—— R —|F+——-——— R =0
(d?‘2 + rdr) E‘l(”’) + h2 ( + r 2/147‘2 > Eg(T)
First we change to a dimensionless variable p,
—8ukF
p=y gz "
giving the differential equation
AR 2dR (¢
2R MDD o (ALY py,
dp* ~ pdp p? p 4

where the constant

Ze? |[—p
2E

/—uc2
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Next we look at the equation for large 7.

d’R 1
T _“R=0
dp?> 4

This can be solved by R = e, s0 we explicitly include this.

R(p) = G(p)e™

We should also pick of the small r behavior.

R  2dR (((+1)

odo 2

R=0
dp* ~ pdp P

Assuming R = p®, we get

R R R
s(s— 1) +2s— —E(E—i—l)—z =0.
p
2 —s5+2s=L({+1)
s(s+1)=£({+1)
So either s = ¢ or s = —¢ — 1. The second is not well normalizable. We write G as a sum.

o0 oo
G(p) =p"> arp® = app*™*
k=0 k=0

The differential equation for G(p) is

&2G dG  (A—1 (t+1)
d—p2_<1__>dp+<7_ P2 )G(p)_o'

We plug the sum into the differential equation.

> ak ((k+ 0k +€—1)p" 2 — (k+ 0)pFT 7+ 2(k + )2
k=0

+()\ _ 1)pk+€—l _ f(ﬂ-i— 1)pk+€—2) =0

iak (K+0)(k+0—1)+2(k+£) — €L +1)) pFTt=2
k=0

Z k—l—f 1)) pk-i-f—l

k=0

Now we shift the sum so that each term contains pF¢=1,

Zam (k+C+1)(k+0) + 20k + £+ 1) — £(L+1)) pPH1 = Zak ((k+0) — (A—1)) pFHe!

k=-1
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The coefficient of each power of p must be zero, so we can derive the recursion relation for
the constants ag.

Ok+1 k+0+1—X
ar  (k+HLl+D)(k+0O+2(k+0+1)—L(+1)
B k4 0+1—\ B k+0+1-)
o k(k+20+ 1) +2(k+0+1)  k(E+20+2)+ (k+20+2)
E+04+1—X 1

GrDE+r20+2) &

This is then the power series for
G(p) — ple’

unless it somehow terminates. We can terminate the series if for some value of k = n,.,
A=n,+0+1=n.

The number of nodes in G will be n,.. We will call n the principal quantum number, since the energy
will depend only on n.

Plugging in for A we get the energy eigenvalues.

[— 2 B
Zo Yo =n

1
FE = —ﬁZzoﬁucz

The solutions are

Rue(p) = p* > arpte 2.

k=0
The recursion relation is k1
+L+1-n
Ak4+1 = ag.
(k+1)(k+2¢+2)

We can rewrite p, substituting the energy eigenvalue.

\/—SME \/4M2C2Z2a2 2ucz o 27
= T = = r=—r
P h2 h2n2 hn nag

16.3.2 Computing the Radial Wavefunctions *

The radial wavefunctions are given by

n—~{—1
R(p)=p" > arpte??
k=0
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where
27
p=—"T
nao

and the coefficients come from the recursion relation

k+{+1—-n
a =
T e+ D(k+20+2)

ag.

The series terminates for k =n — ¢ — 1.

Lets start with Rqq.

Raolr) = pozakp =

Rao) = C-e

We determine C from the normalization condition.

/ﬂmﬁMm:1
0

|C|2/r26*2ZT/““ dr =1
0

This can be integrated by parts twice.

o0

ICV/eQWanzl
0

2_
2(52) IcP =1
27
2—__
C_2<GO>
1 /27\°?
= 5(%)

=
R — (g) zr/eo

R51 can be computed in a similar way. No recursion is needed.

Lets tI‘y RQO .

Raolr) = pozakp ol

Roo(r) = (ao + ap)e?/?
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a B k+/4+1—n a
T Gk D)(k+20+2) "
0+0+1-2 -1

a1 = ag = ag

(0+1)(0 +2(0) +2) 2

_ Zr —Zr/2ao
RQQ(T) =C (1 2&0) (&

We again normalize to determine the constant.

16.4 Examples
16.4.1 Expectation Values in Hydrogen States

An electron in the Coulomb field of a proton is in the state described by the wave function
%(41/)100 + 31/)211 — il/)glo + vV 10#)21,1). Find the expected value of the Energy, L2, Lz, and Ly

First check the normalization.

4> + [3[* + | —i[* + [VI0]* _ 36
36 "~ 36

=1

The terms are eigenstates of E, L?, and L., so we can easily compute expectation values of those
operators.

1, L1
En = =gty

1, L1695+l 410 1, 521 1, L7
(E) = —g5ane 36 T MO T T e

Similarly, we can just square probability amplitudes to compute the expectation value of L?. The
eigenvalues are £(¢ + 1)

_ 216(0) +9(2) +1(2) +10(2) _ 10
B 36 )

(z?) B2

The Eigenvalues of L, are mh.

L 16(0) +9(1) +1(0) +10(—1) -1
(Le) = h 36 e

Computing the expectation value of L, is harder because the states are not eigenstates of L,. We
must write L, = (L — L_)/2i and compute.

1 . .
(Ly) = ﬁ<47/}100 + 3tho11 — itba10 + V1091 1| Ly — L4100 + 3tho11 — itba1o + V10821 1)

1 y .
= ﬁ<41/1100 + 3211 — 210 + \/Ewgl,ﬂ —3L_ w911 —i(Ly — L_)tpa1o + \/EL+¢2171>
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%@%00 + 3tho11 — itha10 + V1091 1] — 3V 20210 — iV2th911 + iV 20211 + V10V 2¢a10)

E<4¢100 + 3tho11 — itb210 + V101 1| — 31210 — 9211 + itha1—1 + V10ta10)

%(—?ﬂ' — 3i + V10i + V10i) = (=6+ 27\5_0)1\/% _ (25 ;;’ﬁm

The Expectation of % in the Ground State

3

7\ 2
Ry = 2(—) e Zr/ao

ao

1 . [ 51 «
(¥100|=]%100) Yoo Yoo dQ [ 7*=RioRio dr
T '
)

oo

* Z 3 7 _ r/a Z 3 ag 2
= /TRlon dr = 4 (a_0> /re 2Zr/ao g = 4 (a_o) (ﬁ) 1!
0

0

We can compute the expectation value of the potential energy.

2.2
Zce :ZQeQQmC

Ze® 2 2 9
(Y100] — T|1/1100> = = —2Z2a°mc® = 2E100

16.4.3 The Expectation Value of r in the Ground State

10,0 3&0

Z\* T
— 3 px dr=4[ = / 3 . —2Zr/ag dr =312 220
(Y100|7|%100) /T RigRio dr a0 r’e r=3 17327
0

16.4.4 The Expectation Value of v, in the Ground State

For ¢ = 0, there is no angular dependence to the wavefunction so no velocity except in the radial

direction.
velocity.

So it makes sense to compute the radial component of the velocity which is the full

2
We can find the term for 2= in the radial equation.

T, (&2 24
(¥100](vr)?t100) = /T2R10—2< —)R1od7’

m dr?2 = rdr
0
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Since ag = -1, we get

amc’

(100 (vr)?[t100) = Z2a*c?

For Z =1, the RMS velocity is ac or

1

P=o=15

We can compute the expected value of the kinetic energy.

1 A
K.E. = —muv? —

1
- :—Z2 2 2:_E
2 omal 27 M 100

This is what we expect from the Virial theorem.

16.5 Sample Test Problems

1. A Hydrogen atom is in its 4D state (n = 4, ¢ = 2). The atom decays to a lower state by emitting

a photon. Find the possible photon energies that may be observed. Give your answers in eV.

Answer

The n = 4 state can decay into states with n = 1,2,3. (Really the n = 1 state will be
suppressed due to selection rules but this is supposed to be a simple question.) The energies
of the states are

13.
FE, = ——326€V
n

The photon energy is given by the energy difference between the states.

11
E, =13.6 <E - F)

For the n =1 final state, £ = §13.6 =128 ¢€V.
For the n = 2 final state, E = =13.6 = 2.6 eV.

1
For the n = 3 final state, E = %13.6 =0.7 eV.

. Using the %, notation, list all the n = 1,2,3 hydrogen states. (Neglect the existence of

spin.)
Answer
The states are, Y100, %200, Y211, Y210, Y21-1, Y300, Y311, Y3105 Y311, VY322, V321, V320, Y32-1,

1Z)B272-

. Find the difference in wavelength between light emitted from the 3P — 2§ transition in

Hydrogen and light from the same transition in Deuterium. (Deuterium is an isotope of
Hydrogen with a proton and a neutron in the nucleus.) Get a numerical answer.



10.

11.

12.

13.

14.

15.
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An electron in the Coulomb field of a proton is in the state described by the wave
function %(41/)100 + 3tha11 — 210 + V10121 _1). Find the expected value of the Energy, L? and
L. Now find the expected value of L,.

. * Write out the (normalized) hydrogen energy eigenstate 311 (r, 6, ¢).

Calculate the expected value of r in the Hydrogen state 1oq¢.
Write down the wave function of the hydrogen atom state 1321 (r).

A Hydrogen atom is in its 4D state (n = 4,1 = 2). The atom decays to a lower state by emitting
a photon. Find the possible photon energies that may be observed. Give your answers in eV'.

A Hydrogen atom is in the state:
1
V30
z

For the Hydrogen eigenstates, (¢nim | [Vnim) = o
energy for this state. Find the expected value of L,.

Y(r) (1100 + 29211 — Y320 — 200310 + 2i1p300 — 41D433)

Find the expected value of the potential

A Hydrogen atom is in its 3D state (n = 3,1 = 2). The atom decays to a lower state by emitting
a photon. Find the possible photon energies that may be observed. Give your answers in eV'.

The hydrogen atom is made up of a proton and an electron bound together by the Coulomb
force. The electron has a mass of 0.51 MeV/c?. It is possible to make a hydrogen-like atom
from a proton and a muon. The force binding the muon to the proton is identical to that for
the electron but the muon has a mass of 106 MeV /c?.

a) What is the ground state energy of muonic hydrogen (in eV).
b) What is the“Bohr Radius” of the ground state of muonic hydrogen.

A hydrogen atom is in the state: ¥(r) = \/%(1#322 + 210921 + 2itpa20 + ¥11-1) Find the possible
measured energies and the probabilities of each. Find the expected value of L,.

Find the difference in frequency between light emitted from the 2P — 1.5 transition in Hydro-
gen and light from the same transition in Deuterium. (Deuterium is an isotope of Hydrogen
with a proton and a neutron in the nucleus.)

Tritium is an isotope of hydrogen having 1 proton and 2 neutrons in the nucleus. The nucleus
is unstable and decays by changing one of the neutrons into a proton with the emission of
a positron and a neutrino. The atomic electron is undisturbed by this decay process and
therefore finds itself in exactly the same state immediately after the decay as before it. If the
electron started off in the 1299 (n = 2, I = 0) state of tritium, compute the probability to find
the electron in the ground state of the new atom with Z=2.

At t =0 a hydrogen atom is in the state ¥ (t = 0) = %(1#100 — 1ha00). Calculate the expected

value of r as a function of time.
Answer

—i —i —i 1 i(Br—
(Y100e” ErP — thoge = B2y = e TR (4h1 — ahggoet (F1ER)/M)

1
V2 V2

1 . .
(W|r|) = = (100 — P00 EL T |r|0h 0 — thggge’Er B2/
2

o(t) =
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The angular part of the integral can be done. All the terms of the wavefunction contain a Ypg
and r does not depend on angles, so the angular integral just gives 1.

(Wlr[v) =

l\DI»—A

/ RlO _ R20€7i(E27E1)t/ﬁ)*T(R10 _ R2067i(E27E1)t/ﬁ),r,2dT
0

The cross terms are not zero because of the r.

l\D|P—‘

(Wlr|ly) = / R34+ R3) — RioRao (ei(ErEl)t/h + eii(EQ*El)t/h)) ridr
0

1T E—E
(|r|y) = 5/ (Rio + R3, — 2R10 Ry cos (%t)) r3dr

0

Now we will need to put in the actual radial wavefunctions.

1\2
Ry = 2(—) e~ "/ao
ao
R 1 1 % 1 T 7,',‘/20‘0
= —=|— —— e
20 \/§ ag 2A0
1 1 r r?
- 4 —2r/ag S I o —r/ag
i) = o [ (v 5 (1-Sr 1)
0

—r

—2r 1 —r 1 1 .
= / (47‘36 a?) + 57‘36‘10 _ 27107,46% + 8a(2)r56a0
0

2 , =sr E, - F
+ ( 2v/2r3 62‘10 + \/_7’462‘130>COS (%t))dr
ap

1 1
- 24( ) 30t — — 2445 + —_12047
2%{ 5 ) o007 gg M0 T gz el

+ ( 21/26 (2a0> +a—\f24 (250) >cos (%t)

ao |3 16 V2. 32 Ey, — B,
= —|= —12+1 —12v/2 Looq4 —= ¢
5 [3+3 +5+< \/—8+ " 243> 03( - )
ag |3 64 25612 E,— E;
= —|= —12+1 —Vo— == ¢
5 2+3 +5+< 27+ 51 cos -

7 15+32\/§CO Ey— By,
R IR TR N
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17 3D Symmetric HO in Spherical Coordinates *

We have already solved the problem of a 3D harmonic oscillator by separation of variables in Carte-
sian coordinates (See section 13.2). It is instructive to solve the same problem in spherical
coordinates and compare the results. The potential is

1
V(r) = = pw?r?.

2
Our radial equation is
2 2d 2 0+ )R’
—+-—— R —|E-V(r)— ——|R =0
(dr2 + rdr) pe(r) + -3 ( (r) e we(r)
d*R  2dR pPw? Le+1) 2uE
e R — R R =0
dr?2  rdr K2 " r2 + K2
Write the equation in terms of the dimensionless variable
r
y = -
p
h
po= [
Jw
o= py
4 _ dyd _1d
dr  drdy pdy
o1 d
dr?2 p? dy?

Plugging these into the radial equation, we get

LR 124R 1 5o,
p?dy*  pPydy pt p
2
@ 2ﬁ_y23 E(E—i—l)R_i_ER = 0.
dy*  ydy y? hw

1 L(+1) 2uE

27 2 H2R:0

Now find the behavior for large y.

eR
PR =0
dy?

Reae V)2

Also, find the behavior for small y.
d*R  2dR (({+1)

v du 2

- R=0
dy?>  ydy Yy

S

R~y

s(s —Dy* 2+ 2sy" 2 =L+ 1)y* 2
s(s+1)=L(L+1)

R~yf
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Explicitly put in this behavior and use a power series expansion to solve the full equation.

_yéZakyey/Q Zaky ke—y’/2

We’ll need to compute the derivatives.

dr c- O+k—1 k417 ,—y%/2
d—y—zak[(f‘i‘k)y -y Je™V
k=0
PR &

W Zak (C+ K+ — 1)y F=2 — (04 k)ytTF

(0 + k4 1)yltF 4 gy ThH2) ey /2
PR &
7 Zak (€ +E)(0+ K — 1)yt+h—2

—(20+ 2k + 1)yé+k + ye+k+2]e—y2/2

We can now plug these into the radial equation.

d*R 2dR  ,_ (({+1)_  2E
—— 4+ - — —4’R- R+==R=0
dy? " ydy Y y? "

Each term will contain the exponential e v’/ 250 we can factor that out. We can also run a single
sum over all the terms.

Z ap [((+ k)€ +k — 1)y TF2 — (20 + 2k + 1)y tF 4 T2

k=0
2E
A D N R %yuk —0

The terms for large y which go like y***+2 and some of the terms for small y which go like y*+*=2

should cancel if we did our job right.

i a [[(C+ k) (L +k—1) — €0+ 1) +2(0 + k)]y"TF2
k=0

2F
=2 (24 2k+1) |y =
—l—[hw (€—|- + )]y } 0
Z“k 00 —1)+ k(20 +k —1) — £(0+ 1) + 20 + 2Ky T2

2F
+ [— -2- (2£+2k+1)] y“k} =0
hw

Zak[ 20+ k + 1)y 2 4 E—E—

— = (20 +2k+ 3)] y“k} =0
k=0



245

Now as usual, the coefficient for each power of y¥ must be zero for this sum to be zero for all y. Before
shifting terms, we must examine the first few terms of this sum to learn about conditions on ay and
a1. The first term in the sum runs the risk of giving us a power of y which cannot be canceled by
the second term if k < 2. For k = 0, there is no problem because the term is zero. For k& = 1 the
term is (2¢ + 2)y*~! which cannot be made zero unless

a1=0.

This indicates that all the odd terms in the sum will be zero, as we will see from the recursion
relation.

Now we will do the usual shift of the first term of the sum so that everything has a y*** in it.

k—k+2

o0

2 [ak“(k +2)20+k+3)y + a {% — (204 2k + 3)} ka] —0
k=0

2F
ap+2(k +2)(20+ k + 3) + ax [E - (2£+2k+3)] =0

2F
apt2(k+2)(20 + k +3) = —ay {ﬂ — (204 2k + 3)]

2E _ (204 2k + 3)
Ay = — 772
(k+2)(20 + k +3)

ag

For large k,

2
Ap42 = Ea]m

Which will cause the wave function to diverge. We must terminate the series for some k = n, =
0,2,4..., by requiring

2F
— —(204+2n,+3)=0
hw(+n+)

E = (nr—i-f—i—g)hw

These are the same energies as we found in Cartesian coordinates. Lets plug this back into the
recursion relation.

(204 2n, +3) — (204 2k + 3)
k+2)20+k+3)
Gy = 2(k —n,) a
k+2)20+k+3)

Qp4+2 = — ag

To rewrite the series in terms of 2 and let k take on every integer value, we make the substitutions
n, — 2n, and k — 2k in the recursion relation for ax41 in terms of ay.
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(k—n,)

a = a
T kT D)+ k+3/2) "
Rt = 3 apyf 24

k=0
E = <2nr—|—€—|—g> hw

The table shows the quantum numbers for the states of each energy for our separation in spherical
coordinates, and for separation in Cartesian coordinates. Remember that there are 2¢ + 1 states
with different z components of angular momentum for the spherical coordinate states.

E nrg NNy NSpherical NCartesiun
3 hw 00 000 1 1
gﬁw 01 001(3 perm) 3 3
%Tzw 10, 02 002(3 perm), 011(3 perm) 6 6
§T“Lw 11, 03 003(3 perm), 210(6 perm), 111 10 10
P | 20,12, 04 | 004(3), 310(6), 220(3), 211(3) 15 15

The number of states at each energy matches exactly. The parities of the states also match. Remem-
ber that the parity is (—1)¢ for the angular momentum states and that it is (—1)"=+"v*"= for the
Cartesian states. If we were more industrious, we could verify that the wavefunctions in spherical
coordinates are just linear combinations of the solutions in Cartesian coordinates.
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18 Operators Matrices and Spin

We have already solved many problems in Quantum Mechanics using wavefunctions and differential
operators. Since the eigenfunctions of Hermitian operators are orthogonal (and we normalize them)
we can now use the standard linear algebra to solve quantum problems with vectors and matrices.
To include the spin of electrons and nuclei in our discussion of atomic energy levels, we will need
the matrix representation.

These topics are covered at very different levels in Gasiorowicz Chapter 14, Griffiths Chapters
3, 4 and, more rigorously, in Cohen-Tannoudji et al. Chapters II, IV and IX.

18.1 The Matrix Representation of Operators and Wavefunctions

We will define our vectors and matrices using a complete set of, orthonormal basis states (See
Section8.1) w;, usually the set of eigenfunctions of a Hermitian operator. These basis states are
analogous to the orthonormal unit vectors in Euclidean space ;.

(wilus) = 04
Define the components of a state vector 1 (analogous to z;).

¥ = (u|) M:wa

The wavefunctions are therefore represented as vectors. Define the matrix element

We know that an operator acting on a wavefunction gives a wavefunction.

|0v) = Olg) = 0 Jwjluz) = D ;0u;)
J J
If we dot (u;| into this equation from the left, we get

(O¥); = (u;|0Y) = Z%MM%:Z@M
J

This is exactly the formula for a state vector equals a matrix operator times a state vector.

(O¢)1 011 012 Olj 1#1
(O¢)2 021 022 Ogj 1#2
(OV); O O ... Oy .. Y

Similarly, we can look at the product of two operators (using the identity > |ug){ur| = 1).
e

(OP)ij = (u;|OPu;) =Y (us|Olu) (ug| Pluy) ZOszk]
k
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This is exactly the formula for the product of two matrices.

(Op)ll (OP)lz (OP)lj

(Op)zl (OP)22 (OP)2J
011 012 Olj P11 P12 Plj
021 022 Ogj P21 P22 ng
Oil 012 Oij H Pl ‘PU

So, wave functions are represented by vectors and operators by matrices, all in the space
of orthonormal functions.

* See Example 18.10.1: The Harmonic Oscillator Hamiltonian Matrix. *
* See Example 18.10.2: The harmonic oscillator raising operator.®

* See Example 18.10.3: The harmonic oscillator lowering operator.®

Now compute the matrix for the Hermitian Conjugate (See Section8.2) of an operator.
(OM)ij = (ui]OT|uj) = (Ouiluz) = (u;|Ou;)* = O
The Hermitian Conjugate matrix is the (complex) conjugate transpose.

Check that this is true for A and AT.

We know that there is a difference between a bra vector and a ket vector. This becomes explicit
in the matrix representation. If ¢ = > ;u; and ¢ = Y ¢ruy then, the dot product is
J k

Wlo) =Y wronluslun) =D Wiopdm = Y tiidn-
gk gk k
We can write this in dot product in matrix notation as
P
o= (vi v v )| 9
3

The bra vector is the conjugate transpose of the ket vector. The both represent the same state but
are different mathematical objects.

18.2 The Angular Momentum Matrices™

An important case of the use of the matrix form of operators is that of Angular Momentum (See
Section14.1) Assume we have an atomic state with ¢ = 1 (fixed) but m free. We may use the
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eigenstates of L, as a basis for our states and operators. Ignoring the (fixed) radial part of the
wavefunction, our state vectors for £ = 1 must be a linear combination of the Yi,,

=13 Y11 +YoYio + Y11

where 14, for example, is just the numerical coefficient of the eigenstate.

We will write our 3 component vectors like

Yy
=1 o
P

The angular momentum operators are therefore 3X3 matrices. We can easily derive (see section
18.11.1) the matrices representing the angular momentum operators for ¢ = 1.

B 010 1 0 1 0
L,=—|1 0 1 Ly=—1-1 0 1 L.=h[0 0 0 (1)
V2 0 1 0 0 0 0
The matrices must satisfy the same commutation relations as the differential operators.
[Ly, Ly =ihL,

We verify this with an explicit computation of the commutator. (see section 18.11.2)

Since these matrices represent physical variables, we expect them to be Hermitian. That is, they
are equal to their conjugate transpose. Note that they are also traceless.

As an example of the use of these matrices, let’s compute an expectation value of L, in the matrix
representation for the general state 1.

w [0 10\ (v
Wl = i v v (10 1) |
. ¥
= v ne
= D s 03+ ) + )

2

S

18.3 Eigenvalue Problems with Matrices

It is often convenient to solve eigenvalue problems like Ay = ay) using matrices. Many problems
in Quantum Mechanics are solved by limiting the calculation to a finite, manageable, number of
states, then finding the linear combinations which are the energy eigenstates. The calculation is
simple in principle but large dimension matrices are difficult to work with by hand. Standard
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computer utilities are readily available to help solve this problem.

A A Az P U1
Aoy Axy Az .. o —u o

Asgy Aszx Asz .. 3 3

Subtracting the right hand side of the equation, we have

Ann—a A Aqs U1
Aoy Ay —a Ao V2 | _ 0

Az Aso Ass —a .. 3

For the product to be zero, the determinant of the matrix must be zero. We solve this equation
to get the eigenvalues.

All —a A12 A13

Aoy Ao —a A3z

=0
Az Aso Ass —a

* See Example 18.10.4: Eigenvectors of L. *

The eigenvectors computed in the above example show that the x axis is not really any different than
the z axis. The eigenvalues are +h, 0, and —h, the same as for z. The normalized eigenvectors
of L, are

1 1 -1
w{ = e vy = 0 w4 = v
p) V2 z

These vectors, and any £ = 1 vectors, can be written in terms of the eigenvectors of S, .

We can check whether the eigenvectors are orthogonal, as they must be.

1

e = (35 0 35 &) =0
2

The others will also prove orthogonal.

Should zilrf and 1(77,1 be orthogonal?

NO. They are eigenvectors of different hermitian operators.

The eigenvectors may be used to compute the probability or amplitude of a particular measurement.
For example, if a particle is in a angular momentum state y and the angular momentum in the x
direction is measured, the probability to measure +h is

Po = ||
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18.4 An /=1 System in a Magnetic Field*

We will derive the Hamiltonian terms added when an atom is put in a magnetic field in section 20.
For now, we can be satisfied with the classical explanation that the circulating current associated
with nonzero angular momentum generates a magnetic moment, as does a classical current loop.
This magnetic moment has the same interaction as in classical EM,

H=—ji-B.
For the orbital angular momentum in a normal atom, the magnetic moment is
—e -
i —°T
K 2me

For the electron mass, in normal atoms, the magnitude of /i is one Bohr magneton,

_eh
HB = 2mec’
If we choose the direction of B to be the z direction, then the magnetic moment term in the
Hamiltonian becomes
0 0
0 0
0 -1

B
H= “BTLZ — upB

S O =

So the eigenstates of this magnetic interaction are the eigenstates of L, and the energy eigenvalues
are +upB, 0, and —upB.

* See Example 18.10.6: The energy cigenstates of an /= 1 system in a B-field.*
* See Example 18.10.8: Time development of a state in a B field.*

18.5 Splitting the Eigenstates with Stern-Gerlach

A beam of atoms can be split into the eigenstates of L, with a Stern-Gerlach apparatus. A
magnetic moment is associated with angular momentum.

This magnetic moment interacts with an external field, adding a term to the Hamiltonian.
H=—ji-B
If the magnetic field has a gradient in the z direction, there is a force exerted (classically).

ou 0B

F:—E:uza

A magnet with a strong gradient to the field is shown below.
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Gradient S
in B-field

N

Lets assume the field gradient is in the z direction.

In the Stern-Gerlach experiment, a beam of atoms (assume ¢ = 1) is sent into a magnet with a
strong field gradient. The atoms come from an oven through some collimator to form a beam. The
beam is said to be unpolarized since the three m states are equally likely no particular state has
been prepared. An unpolarized, £ = 1 beam of atoms will be split into the three beams (of equal
intensity) corresponding to the different eigenvalues of L.

S m=1
atomic N m=-1
beam

The atoms in the top beam are in the m = 1 state. If we put them through another Stern-Gerlach
apparatus, they will all go into the top beam again. Similarly for the middle beam in the m = 0
state and the lower beam in the m = —1 state.

We can make a fancy Stern-Gerlach apparatus which puts the beam back together as shown
below.

We can represent the apparatus by the symbol to the right.
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We can use this apparatus to prepare an eigenstate. The apparatus below picks out the m =1
state

+
0] —

1)

again representing the apparatus by the symbol at the right. We could also represent our apparatus
plus blocking by an operator

0 = +) (+

where we are writing the states according to the m value, either +, -, or 0. This is a projection
operator onto the + state.

An apparatus which blocks both the + and - beams

S N .
E—
———= l
N S -
+
0

would be represented by the projection operator

0 =0) (0]

Similarly, an apparatus with no blocking could be written as the sum of the three projection oper-
ators.

+ +1

00 == + 00 + [ (== D lzm) (zml =1

—_ m=—1
z
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If we block only the m = 1 beam, the apparatus would be represented by

+|
0 ¢ —==10) O] + [=) (=]

* See Example 18.10.7: A series of Stern-Gerlachs.*

18.6 Rotation operators for /=1 *

We have chosen the z axis arbitrarily. We could choose any other direction to define our basis states.
We wish to know how to transform from one coordinate system to another. Experience has
shown that knowing how an object transforms under rotations is important in classifying the object:
scalars, vectors, tensors...

We can derive (see section 18.11.3) the operator for rotations about the z-axis. This operator
transforms an angular momentum state vector into an angular momentum state vector in the rotated
system.

Rz(ez) — eiGZLz/h
1/)/ = RZ(QZWJ

Since there is nothing special about the z-axis, rotations about the other axes follow the same form.

Rx(oz) _ eiGILI/h
Ry(ay) _ eiGyLy/h

The above formulas for the rotation operators must apply in both the matrix representation and
in the differential operator representation.

Redefining the coordinate axes cannot change any scalars, like dot products of state vectors. Oper-
ators which preserve dot products are called unitary. We proved that operators of the above form,

(with hermitian matrices in the exponent) are unitary.

A computation (see section 18.11.4) of the operator for rotations about the z-axis gives

ef= 0 0
0 0 e -

A computation (see section 18.11.5) of the operator for rotations about the y-axis yields

(1 + cos(8y)) % sin(f,) (1 —cos(6y))

Ry(0,) = —% sin(6,) cos(6) % sin(6,)
(1 — cos(6y)) —% sin(6,) $(1+ cos(6,))

Try calculating the rotation operator for the x-axis yourself.
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Note that both of the above rotation matrices reduce to the identity matrix for rotations of 27w
radians. For a rotation of = radians, R, interchanges the plus and minus components (and changes
the sign of the zero component), which is consistent with what we expect. Note also that the above
rotation matrices are quite different than the ones used to transform vectors and tensors in normal
Euclidean space. Hence, the states here are of a new type and are referred to as spinors.

* See Example 18.10.5: A 90 degree rotation about the z axis.*

18.7 A Rotated Stern-Gerlach Apparatus®

Imagine a Stern-Gerlach apparatus that first separates an ¢ = 1 atomic beam with a strong B-
field gradient in the z-direction. Let’s assume the beam has atoms moving in the y-direction. The
apparatus blocks two separated beams, leaving only the eigenstate of L, with eigenvalue +h. We
follow this with an apparatus which separates in the u-direction, which is at an angle 6 from the
z-direction, but still perpendicular to the direction of travel of the beam, y. What fraction of the
(remaining) beam will go into each of the three beams which are split in the u-direction?

We could represent this problem with the following diagram.

+ + D,
Oven — ¢ 0] — < 0Dy
_| z - D- u

We put a detector in each of the beams split in u to determine the intensity.

To solve this with the rotation matrices, we first determine the state after the first apparatus.

1
It is just 1/)12) = | 0 | with the usual basis. Now we rotate to a new (primed) set of basis
0

states with the 2z’ along the u direction. This means a rotation through an angle 6 about the y
direction. The problem didn’t clearly define whether it is +6 or —@, but, if we only need to know
the intensities, it doesn’t matter. So the state coming out of the second apparatus is

(1 + cos(6y)) %sin(ﬁy) 1(1 — cos(6y)) 1
R, (00 = — 5 sin(6,) cos(6,) 7 sin(6,) 0
(1 = cos(8y)) _\/LE sin(6,) (14 cos(6y)) 0

3 (1 + cos(6y))

= —% sin(6,)

3(1 — cos(6y))

The 3 amplitudes in this vector just need to be (absolute) squared to get the 3 intensities.

Iy = —(1+cos(6,))? Iy = %sin2(0y) I- = (1 —cos(6,))?

pl>|>—‘
»PI»—A

These add up to 1.

An alternate solution would be to use the L, = 4 - L = cos 0L, + sinfL, operator. Find the
eigenvectors of this operator, like ¢$). The intensity in the + beam is then I, = |( Sf) |¢Sf)>|2.
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18.8 Spin

Earlier, we showed that both integer and half integer angular momentum could satisfy (See section
14.4.5) the commutation relations for angular momentum operators but that there is no single
valued functional representation for the half integer type.

Some particles, like electrons, neutrinos, and quarks have half integer internal angular momen-

tum, also called spin. We will now develop a spinor representation for spin % There are no

coordinates 6 and ¢ associated with internal angular momentum so the only thing we have is our
spinor representation.

Electrons, for example, have total spin one half. There are no spin 3/2 electrons so there are only
two possible spin states for an electron. The usual basis states are the eigenstates of S,. We know
from our study of angular momentum, that the eigenvalues of S, are —l—%h and —%Tl. We will simply
represent the —|—%Tl eigenstate as the upper component of a 2-component vector. The —%h eigenstate
amplitude is in the lower component. So the pure eigenstates are.

(1
X+ = 0
(0
==
An arbitrary spin one half state can be represented by a spinor.
_fa
X=Ab
with the normalization condition that |a|? + [b|? = 1.

It is easy to derive (see section 18.11.6) the matrix operators for spin.

h(o 1 h(0 —i hi(l 0
Sm_i(l o) Sy_§(z’ 0) Sz_i(o —1)

These satisfy the usual commutation relations from which we derived the properties of angular
momentum operators. For example lets calculate the basic commutator.

G- 6]
G o) (5 =50 )= o) -o

The spin operators are an (axial) vector of matrices. To form the spin operator for an arbitrary
direction 4, we simply dot the unit vector into the vector of matrices.

[SI’ Sy] =

—_

EN

h2
4
h2
4

o

S,=1-9

The Pauli Spin Matrices, o;, are simply defined and have the following properties.

h
Sl' = —0;

2
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= h
_ (0 1 [0 —i (1 0
[O’i, O'j] = 2i€ijk0'k
o? 1
They also anti-commute.
O30y = —0y0g 0,0, = —00g 0,0y = —0y0

{oi, 05} = 20;

The o matrices are the Hermitian, Traceless matrices of dimension 2. Any 2 by 2 matrix can
be written as a linear combination of the o matrices and the identity.

* See Example 18.10.9: The expectation value of S, .*
* See Example 18.10.10: The cigenvectors of 5, *

* See Example 18.10.11: The eigenvectors of 5, *

The (passive) rotation operators, for rotations of the coordinate axes can be computed (see
section 18.11.7) from the formula R;(6;) = e*%:%/",

ei?/2 0 cos? isin? cos?  sin?
2 0 = X T 0 = 2 2 0 = 2 2
1. (9) ( 0 e %2 R (9) ising cosg 7, () —Sing cosg

Note that the operator for a rotation through 27 radians is minus the identity matrix for any of the
axes (because g appears everywhere). The surprising result is that the sign of the wave function
of all fermions is changed if we rotate through 360 degrees.

* See Example 18.10.12: The eigenvectors of S,.*

As for orbital angular momentum (E), there is also a magnetic moment associated with internal

angular momentum ().
g g

2me

This formula has an additional factor of g, the gyromagnetic ratio, compared to the formula
for orbital angular momenta. For point-like particles, like the electron, g has been computed in
Quantum ElectroDynamics to be a bit over 2, g = 2 + = + ... For particles with structure, like the
proton or neutron, g is hard to compute, but has been measured. Because the factor of 2 from g
cancels the factor of 2 from s = %, the magnetic moment due to the spin of an electron is almost
exactly equal to the magnetic moment due to the orbital angular momentum in an ¢ = 1 state. Both

are 1 Bohr Magneton, up = 2‘:;‘6.

Hspin = —

H:—ﬁ~§:—U'B:,uBE~B'
If we choose the z axis to be in the direction of B, then this reduces to
H = upBo,.

* See Example 18.10.13: The time development of an arbitrary electron state in a magnetic field.*
* See Example 18.10.14: Nuclear Magnetic Resonance (NMR and MRI).*
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A beam of spin one-half particles can also be separated by a Stern-Gerlach apparatus (See section
18.5) which uses a large gradient in the magnetic field to exert a force on particles proprtional
to the component of spin along the field gradient. Thus, we can measure the component of spin
along a direction we choose. A field gradient will separate a beam of spin one-half particles into two
beams. The particles in each of those beams will be in a definite spin state, the eigenstate with the
component of spin along the field gradient direction either up or down, depending on which beam
the particle is in.

We may represent a Stern-Gerlach appartatus which blocks the lower beam by the symbol below.

{—+|}f

This apparatus is equivalent to the operator that projects out the —i—% eigenstate.

4= (o) o=(; )

We can perform several thought experiments. The appartus below starts with an unpolarized beam.
In such a beam we don’t know the state of any of the particles. For a really unpolarized beam, half
of the particles will go into each of the separated beams. (Note that an unpolarized beam cannot
be simply represented by a state vector.) In the apparatus below, we block the upper beam so that
only half of the particles come out of the first part of the apparatus and all of those particles are in
the definite state having spin down along the z axis. The second part of the apparatus blocks the
lower separated beam. All of the particles are in the lower beam so nothing is left coming out of the
apparatus.

N
Unpolarized Beam (N particles) — { | } -5 ((1)> — { j_| } —0

The result is unaffected if we insert an additional apparatus that separates in the x direction in the
middle of the apparatus above. While the apparatus separates, neither beam is blocked (and we
assume we cannot observe which particles go into which beam). This apparatus does not change
the state of the beam!

o+ (1] (1) (1]~ 50) {1,

Now if we block one of the beams separated according to the x direction, particles can get through
the whole apparatus. The middle part of the apparatus projects the state onto the positive eigenstate
of S,. This state has equal amplitudes to have spin up and spin down along the z direction. So
now, 1/8 of the particles come out of the apparatus. By blocking one beam, the number of particles
coming out increased from 0 to N/8. This seems a bit strange but the simple explanation is that the
upper and lower beams of the middle part of the apparatus were interfering to give zero particles.
With one beam blocked, the inteference is gone.

- {250 {215 (B) - {15 0) -

Note that we can compute the number of particles coming out of the second (and third) part by
squaring the amplitude to go from the input state to the output state

3wl =7

2
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or we can just use the projection operator ( @) (% \%
1 1\ N /o N (7
IO R ) A
2 2 2

18.9 Other Two State Systems™

18.9.1 The Ammonia Molecule (Maser)

The Feynman Lectures (Volume III, chapters 8 and 9) makes a complete study of the two ground
states of the Ammonia Molecule. Feynman’s discussion is very instructive. Feynman starts with two
states, one with the Nitrogen atom above the plane defined by the three Hydrogen atoms, and the
other with the Nitrogen below the plane. There is clearly symmetry between these two states. They
have identical properties. This is an example of an SU(2) symmetry, like that in angular momentum
(and the weak interactions). We just have two states which are different but completely symmetric.

Since the Nitrogen atom can tunnel from one side of the molecule to the other, there are cross terms
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N[N0 =
\_/

in the Hamiltonian (limiting ourselves to the two symmetric ground states).

<wabove|H|wabove> = <¢below|H|wbelow> = EO

<¢above|H|wbelow> =-A

(B -4
H_(—A EO)

We can adjust the phases of the above and below states to make A real.

The energy eigenvalues can be found from the usual equation.

Ey—-F —A — 0
—-A Ey—EFE
(Bo— E)? = A?
E—-Ey = £A
E = EytA
Now find the eigenvectors.
Hy = Evy

E, -A a\) a
(5 2) (3) == ()
an — Ab o (EQ + A)a
Eob — Aa - (EQ + A)b
These are solved if b = Fa. Substituting auspiciously, we get.

(Fsii) - (mEas)
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So the eigenstates are

E=EFE—-A

S
~——

E=Ey+A

/N -~

Sk
SN—

The states are split by the interaction term.
Feynman goes on to further split the states by putting the molecules in an electric field. This makes
the diagonal terms of the Hamiltonian slightly different, like a magnetic field does in the case of

spin.

Finally, Feynman studies the effect of Ammonia in an oscillating Electric field, the Ammonia Maser.

18.9.2 The Neutral Kaon System*

The neutral Kaons, K° and K° form a very interesting two state system. As in the Ammonia
molecule, there is a small amplitude to make a transition form one to the other. The Energy (mass)
eigenstates are similar to those in the example above, but the CP (Charge conjugation times Parity)
eigenstates are important because they determine how the particles can decay. A violation of CP
symmetry is seen in the decays of these particles.

18.10 Examples

18.10.1 Harmonic Oscillator Hamiltonian Matrix

We wish to find the matrix form of the Hamiltonian for a 1D harmonic oscillator.
The basis states are the harmonic oscillator energy eigenstates. We know the eigenvalues of H.
Huj = Eju;
1) = By = i+ 3 ) hsi

The Kronecker delta gives us a diagonal matrix.

O ONlw O

I

=t

S
o o ol
onln o O
NNO O O

18.10.2 Harmonic Oscillator Raising Operator

We wish to find the matrix representing the 1D harmonic oscillator raising operator.
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We use the raising operator (See section 10) equation for an energy eigenstate.

Atu, = vn + Ttp 41

Now simply compute the matrix element.
AL‘ = <i|AT|j> =V J+ 1041

Now this Kronecker delta puts us one off the diagonal. As we have it set up, i gives the row and j
gives the column. Remember that in the Harmonic Oscillator we start counting at 0. For i=0, there
is no allowed value of j so the first row is all 0. For i=1, j=0, so we have an entry for AIO in the
second row and first column. All he entries will be on a diagonal from that one.

0
V1
0
T
=1
0

0 0
0 0
V2 0
0 V3
0 0

18.10.3 Harmonic Oscillator Lowering Operator

We wish to find the matrix representing the 1D harmonic oscillator lowering operator. This is similar
to the last section.

The lowering operator (See section 10) equation is.

Aun = \/ﬁun—l

Now we compute the matrix element from the definition.

Aij = (il Al) = V/58ij-1)
Vi 0
0
0

0
V2
0
0 V4

0
0

V3
0

b

|
cocoo
coco

This should be the Hermitian conjugate of AT.

18.10.4 Eigenvectors of L,

We will do it as if we don’t already know that the eigenvalues are mh.

Lxd}:ad}
010 Uy U1 Y1
10 1] [we] =" v |=0[u
010 3 3 3
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—b(® —1)—1(=b—0) =0

b(b? —2) =0
There are three solutions to this equation: b = 0, b = ++v/2, and b = —v/2 or a = 0, a = +h, and
a = —h. These are the eigenvalues we expected for £ = 1. For each of these three eigenvalues, we
should go back and find the corresponding eigenvector by using the matrix equation.
0 10 (G (G
o1 Yo | =0 | 2
0 10 U3 U3
P2 L
Y1 +vs | =0 | 2
P2 V3
Up to a normalization constant, the solutions are:
1 1 =1
V2 V2
bin=c| 1 Yon=c| 0 bon=c| T
V2 -1 72
We should normalize these eigenvectors to represent one particle. For example:
(inlbin) = 1
1
* * E
(LT 1 L 1 = 2cf=1
lel* (72 v A el
V2

Sl

Try calculating the eigenvectors of L,,.
You already know what the eigenvalues are.

18.10.5 A 90 degree rotation about the z axis.

If we rotate our coordinate system by 90 degrees about the z axis, the old x axis becomes the new
-y axis. So we would expect that the state with angular momentum +7% in the x direction, wf), will

rotate into @[J(f’) within a phase factor. Lets do the rotation.

% 0 0

R.(0)=| 0 1 0
0 0 e -

i 0 0
R.(0.=90)=[0 1 0
0 0 —2
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Before rotation the state is

1

@ _ [ £

Vin = vz

2

The rotated state is. )
i 0 0 ? %
=10 1 0 =1
0 0 —i % =k

Now, what remains is to check whether this state is the one we expect. What is 1/1(_‘1’)? We find that
state by solving the eigenvalue problem.

L =

B 0 1 0 a a
— -1 0 1 bl=-h|b
V2i 0 -1 0 c c
b
V2 a
ile=a) | _
7 =
—ib
V2
Setting b = 1, we get the unnormalized result.
p—c| ¥
\—/_%
Normalizing, we get. _
1
W = 7

—1

2
This is exactly the same as the rotated state. A 90 degree rotation about the z axis changes z/Jer)
into 1/)9’).

18.10.6 Energy Eigenstates of an ¢/ =1 System in a B-field

Recall that the Hamiltonian for a magnetic moment in an external B-field is

usB
H=——2I1L..
h

As usual, we find the eigenstates (eigenvectors) and eigenvalues of a system by solving the time-
independent Schrodinger equation Hvy = E1i. We see that everything in the Hamiltonian above is
a (scalar) constant except the operator L., so that

Hy = =

L.v¢ = constant * (L.1)).
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Now if v,,, is an eigenstate of L, then L., = mh,,, thus

B
Hipy = B2+ (mhipa) = (mpu B) o

Hence the normalized eigenstates must be just those of the operator L, itself, i.e., for the three
values of m (eigenvalues of L), we have

1 0 0
Ym=y1 =10 Ym=0= |1 Ym=—1=10
0 0 1

and the energy eigenvalues are just the values that £ = mupB takes on for the three values of m
ie.,

Em:+1 = +,UJBB Em*O =0 Emzfl = _,UJBB-

18.10.7 A series of Stern-Gerlachs

Now that we have the shorthand notation for a Stern-Gerlach apparatus, we can put some
together and think about what happens. The following is a simple example in which three successive
apparati separate the atomic beam using a field gradient along the z direction.

+| + +|
Oven(lp) ¢ 0 (I1) 40/ p (I2)=><¢ 0 (I3) —

z z z

If the intensity coming out of the oven is Ij, what are the intensities at positions 1,
2, and 37 We assume an unpolarized beam coming out of the oven so that 1/3 of the atoms will
go into each initial beam in apparatus 1. This is essentially a classical calculation since we don’t
know the exact state of the particles coming from the oven. Now apparatus 1 removes the m = 1

component of the beam, leaving a state with a mixture of m =0 and m = —1.
2
Il - g[g

We still don’t know the relative phase of those two components and, in fact, different atoms in the
beam will have different phases.

The beam will split into only two parts in the second apparatus since there is no m = 1 component
left. Apparatus 2 blocks the m = 0 part, now leaving us with a state that we can write.

1
12 - g[g
All the particles in the beam are in the same state.

=y
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The beam in apparatus 3 all goes along the same path, the lower one. Apparatus 3 blocks that path.

I3 =0

The following is a more complex example using a field gradients in the z and x directions (assuming
the beam is moving in y).

+ +] +]
OVGH(I()) — 0| (Il) — 0| (IQ) — 0 (Ig) —
_| V4 - xT - z
If the intensity coming out of the oven is Iy, what are the intensities at positions 1, 2,
and 37

Now we have a Quantum Mechanics problem. After the first apparatus, we have an intensity as
before

1
Il - g[g
and all the particles are in the state
1
(=) _
=10
0

The second apparatus is oriented to separate the beam in the x direction. The beam separates into
3 parts. We can compute the intensity of each but lets concentrate on the bottom one because we
block the other two.

2
L= W) n

We have written the probability that one particle, initially in the the state wf), goes into the state

w(f) when measured in the x direction (times the intensity coming into the apparatus). Lets
compute that probability.

1
xT 4 1
WO = (=3 % -3)|0)=—3
0
So the probability is i.
1 1
I, = le = EIO

The third apparatus goes back to a separation in z and blocks the m = 1 component. The incoming
state is

Remember that the components of this vector are just the amplitudes to be in the different m states
(using the z axis). The probability to get through this apparatus is just the probability to be in the
m = 0 beam plus the probability to be in the m = —1 beam.
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3. 1
Iy ="l = lo

Now lets see what happens if we remove the blocking in apparatus 2.

+ + +|
OVGD(I()) — 0| (Il) — 0 (IQ) — 0 (IS) —

| z x z

Assuming there are no bright lights in apparatus 2, the beam splits into 3 parts then recombines
yielding the same state as was coming in, 7,/15_2). The intensity coming out of apparatus 2 is Is = I;.
Now with the pure state @[JS_Z) going into apparatus 3 and the top beam being blocked there, no

particles come out of apparatus 3.
I3 =0

By removing the blocking in apparatus 2, the intensity dropped from %IO to zero. How
could this happen?

What would happen if there were bright lights in apparatus 27

18.10.8 Time Development of an ¢/ =1 System in a B-field: Version I

We wish to determine how an angular momentum 1 state develops with time (See Section 7.4),
develops with time, in an applied B field. In particular, if an atom is in the state with x component
of angular momentum equal to +h, zbf), what is the state at a later time ¢t? What is the expected

value of L, as a function of time?

We will choose the z axis so that the B field is in the z direction. Then we know the energy eigenstates
are the eigenstates of L, and are the basis states for our vector representation of the wave function.
Assume that we start with a general state which is known at ¢t = 0.

Yy
Yt =0)={ vo
P
But we know how each of the energy eigenfunctions develops with time so its easy to write
’t/]+€_iE+t/h ’t/]+6_i“BBt/h
(t) = | e Eoin | = .
1/),671‘E*t/h 1/)761',uBBt/h

As a concrete example, let’s assume we start out in the eigenstate of L, with eigenvalue +h.
1
—o — _[ 1
YE=0) = Yor=| 5
1
2
e—inpBt/h

¢(t) = Yoq = V2
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e~ ihB Bt/h

0
. 1

=)

1
m t/h —ipngBt/h R
WOILp@) = (£ & ) 2 o
2 V2 2 \/§ 01 0 eiw\a’/gt/ﬁ
2

e-HpBBt/E 1 1 (e—iuBBt/ﬁ eiuBBt/h) e—iuBBt/h 1 )
2 2

WOlLls0) = o5 (Tt " Sl

Note that this agrees with what we expect at t = 0 and is consistent with the angular momentum
precessing about the z axis. If we checked (i|Ly|¢), we would see a sine instead of a cosine,
confirming the precession.

18.10.9 Expectation of S, in General Spin % State

Let x = <g+ ), be some arbitrary spin % state. Then the expectation value of the operator

(Sz) = (xISzIx)

18.10.10 Eigenvectors of S, for Spin %

First the quick solution. Since there is no difference between x and z, we know the eigenvalues of
S, must be :l:%. So, factoring out the constant, we have

(1)) - =()
()20

1
= (f)
V2
1
V2

These are the eigenvectors of S,. We see that if we are in an eigenstate of S, the spin measured in

the z direction is equally likely to be up and down since the absolute square of either amplitude is
1

3"

The remainder of this section goes into more detail on this calculation but is currently notationally
challenged.



268

Recall the standard method of finding eigenvectors and eigenvalues:

Ay = ap
(A=a)y =0

For spin % system we have, in matrix notation,
ar az X1\ _ 1o X1
=«
as ag X2 0 1 X2
- ()
as aqg — & X2

For a matrix times a nonzero vector to give zero, the determinant of the matrix must be zero. This

gives the “characteristic equation” which for spin % systems will be a quadratic equation in the

eigenvalue a:

a; — « ag
as ay — &

= (a1 —a)(ag —a) —azaz3 =0

a? — (a1 + ag)a+ (a1ag — agaz) =0

whose solution is

a4 = - (CL16L4 - CL26L3)

(a1 + aq) (a+a)2
14 4 :l:\/ 12 4

To find the eigenvectors, we simply replace (one at a time) each of the eigenvalues above into the
equation
(" a2 ()
as a4 — & X2

01
1 0

and solve for x1 and xa2.

Now specifically, for the operator A = S, = % ( ), the eigenvalue equation (S, — a)x = 0

becomes, in matrix notation,
hifo 1 X1ty _ [(a 0 X1\ _y
241 0 X2 0 « X2 )
—a h/2 X1\ _
= Gk 2 ()=
The characteristic equation is det|S, — a| = 0, or

h2 I

2
=0 =4
« 4 = (0% 2

These are the two eigenvalues (we knew this, of course). Now, substituting a4 back into the
eigenvalue equation, we obtain

Goos "2 )=k o) () =5 (3 ) () -
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The last equality is satisfied only if x1 = x2 (just write out the two component equations to see
this). Hence the normalized eigenvector corresponding to the eigenvalue o = +%/2 is

@ _ 1 (1
X+ _\/5 1 .

Similarly, we find for the eigenvalue o = —#/2,

18.10.11 Eigenvectors of S, for Spin %

To find the eigenvectors of the operator S, we follow precisely the same procedure as we did for S,
(see previous example for details). The steps are:

1. Write the eigenvalue equation (S, — a)x =0
2. Solve the characteristic equation for the eigenvalues a.r
3. Substitute the eigenvalues back into the original equation

4. Solve this equation for the eigenvectors

h

0 —i . . . . .
Here we go! The operator S, = & (z OZ>, so that, in matrix notation the eigenvalue equation

(a2 (2)-

The characteristic equation is det|S, — a| =0, or

2 I 0 = ih
o — — = oa==x—-
4 2

becomes

These are the same eigenvalues we found for .S, (no surprise!) Plugging o4 back into the equation,

we obtain
—ay  —ih/2 x1\_h(-1 —i X1\ _g
ih/2 —ay x2) 2\t -1 x2/)
Writing this out in components gives the pair of equations

—x1—ix2=0 and ix1—x2=0

which are both equivalent to y2 = ix1. Repeating the process for a_, we find that xo = —ix;.
Hence the two eigenvalues and their corresponding normalized eigenvectors are

1 1
o = +h/2 Xf)—ﬁ(»

o =—h/2 (”:%(_12)
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18.10.12 Eigenvectors of S,
As an example, lets take the u direction to be in the xz plane, between the positive x and z axes,

30 degrees from the x axis. The unit vector is then @ = (cos(30), 0,sin(30)) = (y/2,0, 3). We may

simply calculate the matrix S, = 4 - S.

3. .1, &
su_\/;sw+§sz_§

We expect the eigenvalues to be :l:% as for all axes.

oo

N
Nl )N%V

Factoring out the 2 the equation for the eigenvectors is.

3
For the positive eigenvalue, we have a = /3b, giving the eigenvector Xf) = (\/1Z> For the
2

_1
negative eigenvalue, we have a = —\/gb, giving the eigenvector X(_u) = < 23 ) . Of course each of
1

these could be multiplied by an arbitrary phase factor.

There is an alternate way to solve the problem using rotation matrices. We take the states X(iz ) and
rotate the axes so that the u axis is where the z axis was. We must think carefully about exacty
what rotation to do. Clearly we need a rotation about the y axis. Thinking about the signs carefully,
we see that a rotation of -60 degrees moves the u axis to the old z axis.

R, - ( cos ¢ 2 sin
1
2
\/E
2

NjNID

[
—sin b) COSs

[ cos(30) —sin(30)
Ry (=60) = (sh:(?)O) czs(30) >

NIEg
N[

—~
<

=
=~
N[

>
N
e o
N A

This gives the same answer. By using the rotation operator, the phase of the eigenvectors is consistent
with the choice made for X(iz ). For most problems, this is not important but it is for some.
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18.10.13 Time Development of a Spin % State in a B field

Assume that we are in an arbitrary spin state x(t = 0) = Z) and we have chosen the z axis to

be in the field direction. The upper component of the vector (a) is the amplitude to have spin up
along the z direction, and the lower component (b) is the amplitude to have spin down. Because
of our choice of axes, the spin up and spin down states are also the energy eigenstates with energy
eigenvalues of ugB and —upB respectively. We know that the energy eigenstates evolve with time
quite simply (recall the separation of the Schrédinger equation where T'(t) = e~*#t/"). So its simple
to write down the time evolved state vector.

ae—iuBBt/h qe~wt
X(t) = bei#BBt/ﬁ = heiwt

1
So let’s say we start out in the state with spin up along the x axis, x(0) = ( \? > We then have

S

V2 V2

+2iwt —2iwt) _
(e e =

- (
. . Le-i-iwt
Le-i-zwt Le—zwt ) ( V2 . )
h
2

NS NS
—

N =

So again the spin precesses around the magnetic field. Because g = 2 the rate is twice as high as for
{=1.

18.10.14 Nuclear Magnetic Resonance (NMR and MRI)

Nuclear Magnetic Resonance is an important tool in chemical analysis. As the name implies,
it uses the spin magnetic moments of nuclei (particularly hydrogen) and resonant excitation. Mag-
netic Resonance Imaging uses the same principle to get an image (of the inside of the body for
example).

In basic NMR, a strong static B field is applied. A spin % proton in a hydrogen nucleus then has
two energy eigenstates. After some time, most of the protons fall into the lower of the two states.
We now use an electromagnetic wave (RF pulse) to excite some of the protons back into the higher
energy state. Surprisingly, we can calculate this process already. The proton’s magnetic moment
interacts with the oscillating B field of the EM wave.
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m=-1/2 E=pB
As excited state
decays back to
Pulse of oscillating ground state,
B field excites spin EM radiationis
state if hv=2uB emittted
m=+1/2 E=-uB

As we derived, the Hamiltonian is

H=—ji-B=-2°G 52"z g_ 9,5 5
2mpe dmyc 2

Note that the gyromagnetic ratio of the proton is about +5.6. The magnetic moment is 2.79 uy
(Nuclear Magnetons). Different nuclei will have different gyromagnetic ratios, giving us more tools
to work with. Let’s choose our strong static B field to be in the z direction and the polarization on
our oscillating EM wave so that the B field points in the x direction. The EM wave has (angular)
frequency w.

H = —%puN (B.o. + B cos(wt)o,) = —&/J,N (

2

B, B, coswt
B, coswt —B,

Now we apply the time dependent Schrodinger equation.

TR

H
it X
0 a _ 9% B, B, coswt
b - 2 "N\ B, coswt b
a _ .gpUN B, B, coswt a
b = '"op B, coswt -B, b

. wo w1 coswt a
= 1
w1 cos wt —Wwo b

The solution (see section 18.11.8) of these equations represents and early example of time
dependent perturbation theory.

iwl

d )
b Twot —
(beient) = 22

(ei(w+2w0)t + e—i(w—2w0t))
dt

Terms that oscillate rapidly will average to zero. The first term oscillates very rapidly. The second
term will only cause significant transitions if w = 2wy. Note that this is exactly the condition that
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requires the energy of the photons in the EM field E = hw to be equal to the energy difference
between the two spin states AF = 2hwy. The conservation of energy condition must be satisfied
well enough to get a significant transition rate. Actually we will find later that for rapid transitions,
energy conservation does not have to be exact.

So we have proven that we should set the frequency w of our EM wave according to the energy
difference between the two spin states. This allows us to cause transitions to the higher energy
state. In NMR, we observe the transitions back to the lower energy state. These emit EM radiation
at the same frequency and we can detect it after the stronger input pulse ends (or by more complex
methods). We don’t yet know why the higher energy state will spontaneously decay to the lower
energy state. To calculate this, we will have to quantize the field. But we already see that the energy
terms e *Ft/" of standard wave mechanics will require energy conservation with photon energies of
FE = hw.

NMR is a powerful tool in chemical analysis because the molecular field adds to the external B field
so that the resonant frequency depends on the molecule as well as the nucleus. We can learn about
molecular fields or just use NMR to see what molecules are present in a sample.

In MRI, we typically concentrate on one nucleus like hydrogen. We can put a gradient in B, so that
only a thin slice of the material has w tuned to the resonant frequency. Therefore we can excite
transitions to the higher energy state in only a slice of the sample. If we vary (in the orthogonal
direction!) the B field during the decay of the excited state, we can get a two dimensional picture.
If we vary B as a function of time during the decay, we can get to 3D. While there are more complex
methods used in MRI, we now understand the basis of the technique. MRIs are a very safe way to
examine the inside of the body. All the field variation takes some time though. Ultimately, a very
powerful tool for scanning materials (a la Star Trek) is possible.

18.11 Derivations and Computations
18.11.1 The ¢ =1 Angular Momentum Operators*

We will use states of definite L., the Yi,,.

(em!|L,|fm) = mhbym

1 0 0
L.=hl0 0 0
0 0 -1
(tm/|Lyltm) = /(l+1) —m(m £ 1Ay (mar)
0 V2 0
Ly = |0 0 V2
0 0 0
0 0 0
L. = h|v2 0 0
0 V2 0
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1 A 0 1 0
L, = -(Ly+L)=—[1 0 1
2 V2o 1 0
0 1 0
1 h
2 V2i\ o —1 ¢
What is the dimension of the matrices for ¢ = 27
Dimension 5. Derive the matrix operators for £ = 2.
Just do it.
18.11.2 Compute [L,, L,] Using Matrices *
52 0 1 0 0 1 0 1 0 01 0
[Lm,Ly]ZT 1 0 1 —1 0 1 0 1 1 0 1
! 01 0 -1 0 -1 0/ \0o 1 0
52 -1 0 1 1 0 B2 2 0 1 0 0
9% 0 0 0] - 0 0 =5 O =¢hh {0 0 O =1ihl,
! -1 0 1 -1 0 00 —1

The other relations will prove to be correct too, as they must. Its a reassuring check and a calcula-
tional example.

18.11.3 Derive the Expression for Rotation Operator R, *

The laws of physics do not depend on what axes we choose for our coordinate system- There is
rotational symmetry. If we make an infinitesimal rotation (through and angle d¢) about the z-axis,
we get the transformed coordinates

¥ = z—doy

y = y+doz.
We can Taylor expand any function f,

0 0 '
Fa's9') = F(0.9) = Grdéy -+ Ghdon = (1t 1doL.) f(z.).

So the rotation operator for the function is

Ro(d6) = (1+ 7doL.)

A finite rotation can be made by applying the operator for an infinitesimal rotation over and over.
Let 6, = nd¢. Then

n—r oo

0, )
R.(6.) = lim (1+ %—L ) = gifsLa/h,

The last step, converting the limit to an exponential is a known identity. We can verify it by using
the log of the quantity. First we expand In(z) about z = 1: In(z) = In(1)+ (%)mzl (z—1)=(z—-1).
0. 0.

lim ln(1—|—%—Lz) (Z

n— o0 n hn

1
~ZL. —0.L,
)= h

So exponentiating, we get the identity.
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18.11.4 Compute the ¢ =1 Rotation Operator R.(0,) *

0L /h i (%)n
= n!

7 N
=&
"

=}

Il

/
OO =
o~ O
— o O

All the odd powers are the same. All the nonzero even powers are the same. The &s all cancel out.
We now must look at the sums for each term in the matrix and identify the function it represents.
If we look at the sum for the upper left term of the matrix, we get a 1 times (iz?n. This is just e®.
There is only one contribution to the middle term, that is a one from n = 0. The lower right term
is like the upper left except the odd terms have a minus sign. We get % term n. This is just
e~ The rest of the terms are zero.

ef= 0 0
0 0 e -

18.11.5 Compute the ¢ =1 Rotation Operator R,(§,) *

0L, )"

0Ly /M _ i ( h

n!

7N\
=&
~

=}
Il
o O =
(= )
_= o O

7N
> |5
~__
—_
Il
1\3"_‘
S
ol o
—
|©,_.
—_
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All the odd powers are the same. All the nonzero even powers are the same. The &s all cancel out.
We now must look at the sums for each term in the matrix and identify the function it represents.

e The n = 0 term contributes 1 on the diagonals.

e The n =1,3,5,... terms sum to sin(f) (lLTy)

e Then =2,4,6,... terms (with a -1 in the matrix) are nearly the series for 1 cos(6). The n =0
term is is missing so subtract 1. The middle matrix element is twice the other even terms.

_ 100 L [0 10y 1 0 -1
/b =10 1 0] +sin(@)—| -1 0 1 +§(cos(6‘)—1) 0 2 0
00 1 V2o -1 0 -1 0 1

Putting this all together, we get
%(1 + cos(6y)) % sin(6,) %(1 —cos(6y))

R,(6y) = —% sin(6,) cos(6y) \/Lé sin(6,)
(1 —cos(8y)) —% sin(6y) %(1 + cos(6y))

NIEg

18.11.6 Derive Spin % Operators

We will again use eigenstates of S,, as the basis states.

v ()
v = ()

h
:|:_
2Xi

hi1 o0
Sz_i(o —1)

Its easy to see that this is the only matrix that works. It must be diagonal since the basis states are
eigenvectors of the matrix. The correct eigenvalues appear on the diagonal.

N
W
=<
[

Il

Now we do the raising and lowering operators.

Six+ = 0
Syx- V(s +1) —m(m + 1)hxy = hx+
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S_x- =0
S xy = /s(s+1)—m(m—1)hy_ =hx_

We can now calculate S, and S,,.

Sy ==(S; +5) =

|’—‘ B =

Sy=5-(S; —5.) =

[\

i
These are again Hermitian, Traceless matrices.

18.11.7 Derive Spin % Rotation Matrices *

In section 18.11.3, we derived the expression for the rotation operator for orbital angular momentum
vectors. The rotation operators for internal angular momentum will follow the same formula.

R.(0) = 7 =it
R(0) — e
R(0) = b

o ih\"
io; _ (7) n
e27J = ZO n' 0]

We now can compute the series by looking at the behavior of o7.

oo (10 (10
= = \o -1 == \o 1

(0 —i (10
% = i 0 “\o 1
_ (01 (10
= = \1 0 == \p 1

< N

Doing the sums

n! i2
R.(0) = ¢i%os — | n=0 () = ((202 35)
0 > c
n=0

o) i0\™ o0 i0\™

£ L 8@ -,
R,(6) — n=024.. " n=iss.. _ < cos 2, smg)

Y i Z (z‘) Z (Z') — s b) COSs 3
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= (8 = (@)
n! Z n! 0 s a0
_ n=0,2,4 n=1,35... [ cosg ising
Ra(6) = - &) @) (isinﬁ cos ¢ >
> > 2 2

n=1,3,5... n=0,2,4...

no

Note that all of these rotation matrices become the identity matrix for rotations through 720 degrees
and are minus the identity for rotations through 360 degrees.

18.11.8 NMR Transition Rate in a Oscillating B Field

We have the time dependent Schriodinger equation for a proton in a static field in the z direction
plus an oscillating field in the x direction.

dx
h— = H
‘ dt X
[ _ 9 B, B, cos wt
! b o o HN B, coswt b
a . Z.gpuN B, B, coswt a w1 cos wt a
b o 2% B, coswt —B, b w1 COS wt —wo b

So far all we have done is plugged things into the Schrodinger equation. Now we have to solve this
system of two equations. This could be hard but we will do it only near ¢ = 0, when the EM wave
starts. Assume that at t = 0, a = 1 and b = 0, that is, the nucleus is in the lower energy state.
Then we have

a = 1iwpa

a — 1eiW[)t

b = iwcoswta — iwpb = iwy cos wte™0 — jwyb
. iwl . e .

h = 5 (el(erwg)t te i(w wo)t) — iwb

Now comes the one tricky part of the calculation. The diagonal terms in the Hamiltonian cause a
very rapid time dependence to the amplitudes. To get b to grow, we need to keep adding b in phase
with b. To see that clearly, let’s compute the time derivative of be®o?.

%(beiwot) — mTl(ei(erng)t + efi(w72wo)t> _ iwobeiwot + iwobeiwot
iwl

_ _(ei(w+2w0)t + e—i(w—2w0)t)

Terms that oscillate rapidly will average to zero. To get a net change in be™°?, we need to have
w =~ 2wg. Then the first term is important and we can neglect the second which oscillates with a
frequency of the order of 10''. Note that this is exactly the condition that requires the energy of
the photons in the EM field £ = hw to be equal to the energy difference between the two spin states
AFE = QEWQ.
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d ; iwl
el b twot — L

a0 2
pelwot  — W—lt

2

It appears that the amplitude grows linearly with time and hence the probability would grow like
t2. Actually, once we do the calculation (only a bit) more carefully, we will see that the probability
increases linearly with time and there is a delta function of energy conservation. We will do this
more generally in the section on time dependent perturbation theory.

In any case, we can only cause transitions if the EM field is tuned so that w ~ 2wy which means
the photons in the EM wave have an energy equal to the difference in energy between the spin
down state and the spin up state. The transition rate increases as we increase the strength of the
oscillating B field.

18.12 Homework Problems

1
1. An angular momentum 1 system is in the state x = \/L% 3 |. What is the probability that
4

a measurement of L, yields a value of 07

2. A spin % particle is in an eigenstate of S, with eigenvalue —l—% at time t = 0. At that time it is
placed in a constant magnetic field B in the z direction. The spin is allowed to precess for a
time T'. At that instant, the magnetic field is very quickly switched to the = direction. After
another time interval T', a measurement of the y component of the spin is made. What is the
probability that the value —% will be found?

3. Consider a system of spin % What are the eigenstates and eigenvalues of the operator S, +.5,7?
Suppose a measurement of this quantity is made, and the system is found to be in the eigenstate

with the larger eigenvalue. What is the probability that a subsequent measurement of .Sy, yields
Lo
5

4. The Hamiltonian matrix is given to be

What are the eigen-energies and corresponding eigenstates of the system? (This isn’t too
messy.)

5. What are the eigenfunctions and eigenvalues of the operator L, L, + L, L, for a spin 1 system?

6. Calculate the £ = 1 operator for arbitrary rotations about the x-axis. Use the usual L,
eigenstates as a basis.

7. An electron is in an eigenstate of S, with eigenvalue % What are the amplitudes to find the

electron with a) S, = —l—%, b) S, = —%, Sy = —l—%, Sy = +%, where the u-axis is assumed to

be in the x — y plane rotated by and angle 8 from the z-axis.
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10.

11.

Particles with angular momentum 1 are passed through a Stern-Gerlach apparatus which
separates them according to the z-component of their angular momentum. Only the m = —1
component is allowed to pass through the apparatus. A second apparatus separates the beam
according to its angular momentum component along the u-axis. The u-axis and the z-axis
are both perpendicular to the beam direction but have an angle 6 between them. Find the
relative intensities of the three beams separated in the second apparatus.

Find the eigenstates of the harmonic oscillator lowering operator A. They should satisfy the
equation A|a) = ala). Do this by finding the coefficients (n|a) where |n) is the n'® energy
eigenstate. Make sure that the states |a) are normalized so that («|a) = 1. Suppose |o') is
another such state with a different eigenvalue. Compute (o/|«). Would you expect these states

to be orthogonal?

Find the matrix which represents the p? operator for a 1D harmonic oscillator. Write out the
upper left 5 x 5 part of the matrix.

Let’s define the u axis to be in the x-z plane, between the positive x and z axes and at an
angle of 30 degrees to the x axis. Given an unpolarized spin % beam of intensity I going into
the following Stern-Gerlach apparati, what intensity comes out?

18.13 Sample Test Problems

1.

. Given that u,, is the n

* We have shown that the Hermitian conjugate of a rotation operator R(8) is R(—6). Use this

—

to prove that if the ¢; form an orthonormal complete set, then the set ¢, = R(6)¢; are also
orthonormal and complete.

th one dimensional harmonic oscillator energy eigenstate: a) Evaluate

the matrix element (u,,|p?|u,). b) Write the upper left 5 by 5 part of the p? matrix.

V2
A spin 1 system is in the following state in the usual Lz basis: xy = % 1+4 |. What
—1
is the probability that a measurement of the x component of spin yields zero? What is the
probability that a measurement of the y component of spin yields +h?

In a three state system, the matrix elements are given as (Y1|H|y1) = Ei, (Y| H|2) =
<¢3|H|1/)3> = EQ, <¢1|H|1/)2> = O, <1/)1|H|1/)3> = O, and < ¢2|H|1/)3> = «. Assume all of the
matrix elements are real. What are the energy eigenvalues and eigenstates of the system? At
t = 0 the system is in the state ¢5. What is ¥(¢)?
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. Find the (normalized) eigenvectors and eigenvalues of the S, (matrix) operator for s = 1 in

the usual (S,) basis.

* A spin % particle is in a magnetic field in the x direction giving a Hamiltonian H = pupBo,.
Find the time development (matrix) operator e~**/" in the usual basis. If x(t = 0) = (é),
find x(¢).

A spin % system is in the following state in the usual S, basis: x = \/ig <1

probability that a measurement of the x component of spin yields —i—%?

\/§> What is the
+1

A spin £ system is in the state x = % (;) (in the usual S, eigenstate basis). What is the

probability that a measurement of S, yields %h? What is the probability that a measurement
of S, yields 7

A spin % object is in an eigenstate of S, with eigenvalue % at t=0. The particle is in a

magnetic field B = (0,0, B) which makes the Hamiltonian for the system H = ugBo,. Find

the probability to measure S, = % as a function of time.

Two degenerate eigenfunctions of the Hamiltonian are properly normalized and have the fol-
lowing properties.

Hiyy = Egpr Hipo = Egi)a
Py = —py Pipo = —n

What are the properly normalized states that are eigenfunctions of H and P? What are their
energies?

What are the eigenvectors and eigenvalues for the spin % operator S, + 5,7

A spin % object is in an eigenstate of S, with eigenvalue % at t=0. The particle is in a
magnetic field B = (0,0, B) which makes the Hamiltonian for the system H = ugBo,. Find

the probability to measure S, = % as a function of time.

A spin 1 system is in the following state, (in the usual L, eigenstate basis):
)
x=—7=| V2
V5 144

What is the probability that a measurement of L, yields 07 What is the probability that a
measurement of L, yields —h?

A spin % object is in an eigenstate of S, with eigenvalue % at t=0. The particle is in a

magnetic field B = (0, B,0) which makes the Hamiltonian for the system H = upBo,. Find
the probability to measure S, = % as a function of time.
A spin 1 particle is placed in an external field in the u direction such that the Hamiltonian is
given by
3 1
H=a (%sm n 55;,)

Find the energy eigenstates and eigenvalues.
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16. A (spin %) electron is in an eigenstate of S, with eigenvalue —% at t = 0. The particle is in a

magnetic field B = (0,0, B) which makes the Hamiltonian for the system H = ugBo,. Find
the spin state of the particle as a function of time. Find the probability to measure S, = —i—%
as a function of time.
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19 Homework Problems 130A

19.1 HOMEWORK 1

1. A polished Aluminum plate is hit by beams of photons of known energy. It is measured that
the maximum electron energy is 2.3 + 0.1 eV for 2000 Angstrom light and 0.90 4+ 0.04 eV for
2580 Angstrom light. Determine Planck’s constant and its error based on these measurements.

2. A 200 keV photon collides with an electron initially at rest. The photon is observed to scatter
at 90 degrees in the electron rest frame. What are the kinetic energies of the electron and
photon after the scattering?

3. Use the energy density in a cavity as a function of frequency and T

8mwh v
u@,T) = —5 chu /T _ ]

to calculate the emissive power of a black body E(A,T) as a function of wavelength and
temperature.

4. What is the DeBroglie wavelength for each of the following particles? The energies given are
the kinetic energies.

e a1l eV electron

e a 10* MeV proton

e a 1 gram lead ball moving with a velocity of 100 cm/sec.

5. The Dirac delta function has the property that [ f(2)d(z — z¢) dz = f(xo) Find the

momentum space wave function ¢(p) if ¢ (x) = 6(z — o).

6. Use the calculation of a spreading Gaussian wave packet to find the fractional change in size
of a wave packet between t = 0 and ¢ = 1 second for an electron localized to 1 Angstrom. Now
find the fraction change for a 1 gram weight localized to 1 nanometer.

7. Use the uncertainty principle to estimate the energy of the ground state of a harmonic oscillator
2
with the Hamiltonian H = £~ + 1kz?.

8. Estimate the kinetic energy of an electron confined to be inside a nucleus of radius 5 Fermis.
Estimate the kinetic energy of a neutron confined inside the same nucleus.
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19.2 Homework 2

1.

10.

Show that

Remember that the wave functions go to zero at infinity.

=

70.12
Directly calculate the the RMS uncertainty in z for the state ¢ (x) = ( %) e~z by computing

Az =/ (§[(x = (2))2[¢)).

Calculate (p™) for the state in the previous problem. Use this to calculate Ap in a similar way
to the Az calculation.

Calculate the commutator [p?, z?%].

Consider the functions of one angle ¥(0) with —m < 6 < 7 and ¢(—m) = ¢(7). Show that the
angular momentum operator L = %d% has real expectation values.

A particle is in the first excited state of a box of length L. What is that state? Now one
wall of the box is suddenly moved outward so that the new box has length D. What is the
probability for the particle to be in the ground state of the new box? What is the probability
for the particle to be in the first excited state of the new box? You may find it useful to know
that sin((A— B)z) sin((A+ B)z)

2(A—-B) 2(A+ B)

/sin(Ax) sin(Bz)dx =

A particle is initially in the n'* eigenstate of a box of length L. Suddenly the walls of the box
are completely removed. Calculate the probability to find that the particle has momentum
between p and p + dp. Is energy conserved?

2

A particle is in a box with solid walls at = £§. The state at ¢ = 0 is constant ¢ (z,0) = /%

a

for —% < x < 0 and the ¢(x,0) = 0 everywhere else. Write this state as a sum of energy
eigenstates of the particle in a box. Write ¥(z,t) in terms of the energy eigenstates. Write the
state at t = 0 as ¢(p). Would it be correct (and why) to use ¢(p) to compute (x,t)?

The wave function for a particle is initially 1 (x) = Ae?** + Be~%* What is the probability
flux j(z)?

Prove that the parity operator defined by Pt(x) = ¢)(—z) is a hermitian operator and find its
possible eigenvalues.
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19.3 Homework 3

1. A general one dimensional scattering problem could be characterized by an (arbitrary) poten-
tial V() which is localized by the requirement that V(z) = 0 for |x| > a. Assume that the

wave-function is _ _
W(@) = Aeik® 4 Be~ike < —a
)=\ Ceikr 4 De—ike x>a

Relating the “outgoing” waves to the “incoming” waves by the matrix equation
C\ (S Si2 A
B) \Sau S D

1S11]% 4+ [So1 [ =1
|S12]? 4 [Saa|? =1
S115%y + So155, = 0

show that

Use this to show that the S matrix is unitary.

2. Calculate the S matrix for the potential

W |z] < a
V(x)_{O lz] > a

and show that the above conditions are satisfied.

3. The odd bound state solution to the potential well problem bears many similarities to the
zero angular momentum solution to the 3D spherical potential well. Assume the range of the
potential is 2.3 x 107!3 c¢m, the binding energy is -2.9 MeV, and the mass of the particle is
940 MeV. Find the depth of the potential in MeV. (The equation to solve is transcendental.)

4. Find the three lowest energy wave-functions for the harmonic oscillator.

5. Assume the potential for particle bound inside a nucleus is given by
-V <R

V €T) = 2

(x) {hE(EJrl) r>R

2mx?2

and that the particle has mass m and energy e > 0. Estimate the lifetime of the particle inside
this potential.
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19.4 Homework 4

1. The 1D model of a crystal puts the following constraint on the wave number k.

ma?Vj sin(ka)

cos(¢) = cos(ka) + 2 o

ma? Vo _ 37

Assume that 45 = =% and plot the constraint as a function of ka. Plot the allowed energy

bands on an energy axis assuming Vy = 2 eV and the spacing between atoms is 5 Angstroms.

In a 1D square well, there is always at least one bound state. Assume the width of the square
well is a. By the uncertainty principle, the kinetic energy of an electron localized to that width

is 5.—. How can there be a bound state even for small values of V47

At ¢t = 0 a particle is in the one dimensional Harmonic Oscillator state (¢t = 0) = % (up+uq).

Is 1 correctly normalized? Compute the expected value of z as a function of time by doing
the integrals in the x representation.

. Prove the Schwartz inequality |(1[¢)|> < (¥[¢))(¢|@). (Start from the fact that (1 + Clip +

C¢) > 0 for any C.

The hyper-parity operator H has the property that H*y = 1 for any state v. Find the
eigenvalues of H for the case that it is not Hermitian and the case that it is Hermitian.

Find the correctly normalized energy eigenfunction us(x) for the 1D harmonic oscillator.

A beam of particles of energy E > 0 coming from —oo is incident upon a double delta function
potential in one dimension. That is V(z) = Ad(x + a) — Mo(z — a).

a) Find the solution to the Schrédinger equation for this problem.

b) Determine the coefficients needed to satisfy the boundary conditions.

¢) Calculate the probability for a particle in the beam to be reflected by the potential and
the probability to be transmitted.
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19.5 Homework 5

1. At ¢t =0, a 1D harmonic oscillator is in a linear combination of the energy eigenstates

2
1/) = \/;’U,g + Z\/§u41

Find the expected value of p as a function of time using operator methods.

2. Evaluate the “uncertainty” in z for the 1D HO ground state /{uo|(z — Z)?|ug) where T =
(ug|x|ug). Similarly, evaluate the uncertainty in p for the ground state. What is the product

ApAx? Now do the same for the first excited state. What is the product ApAx for this state?

3. An operator is Unitary if UUT = UTU = 1. Prove that a unitary operator preserves inner
products, that is (Uy|U¢) = (|¢). Show that if the states |u;) are orthonormal, that the
states Ulu;) are also orthonormal. Show that if the states |u;) form a complete set, then the
states Ulu;) also form a complete set.

4. Show at if an operator H is hermitian, then the operator e*¥ is unitary.
5. Calculate (u;|z|u;) and (u;|plu;).

6. Calculate (u;|xp|u;) by direct calculation. Now calculate the same thing using > (u;|x|uk ) (uk|p|u;)-
o

7. If h(A') is a polynomial in the operator Af, show that Ah(AT)uy = d};(lﬁf)uo. As a result of

this, note that since any energy eigenstate can be written as a series of raising operators times
the ground state, we can represent A by ﬁ.

8. At t = 0 a particle is in the one dimensional Harmonic Oscillator state ¢ (t = 0) = %(uo +uq).

e Compute the expected value of z as a function of time using A and A' in the Schrodinger
picture.

e Now do the same in the Heisenberg picture.



288

19.6 Homework 6

. The energy spectrum of hydrogen can be written in terms of the principal quantum number
2

n to be E = —%L2 . What are the energies (in €V) of the photons from the n =2 - n =1

2n?
transition in hydrogen and deuterium? What is the difference in photon energy between the

two isotopes of hydrogen?

. Prove that the operator that exchanges two identical particles is Hermitian.

Two identical, non-interacting spin % particles are in a box. Write down the full lowest energy
wave function for both particles with spin up and for one with spin up and the other spin down.
Be sure your answer has the correct symmetry under the interchange of identical particles.

At ¢t = 0 a particle is in the one dimensional Harmonic Oscillator state (¢t = 0) = LQ (ug +us).

Compute the expected value of 22 as a function of time.
Calculate the Fermi energy of a gas of massless fermions with n particles per unit volume.

The number density of conduction electrons in copper is 8.5 x 1022 per cubic centimeter. What
is the Fermi energy in electron volts?

The volume of a nucleus is approximately 1.1A43 Fermis, where A = N + Z, N is the number
of neutrons, and Z is the number of protons. A Lead nucleus consists of 82 protons and 126
neutrons. Estimate the Fermi energy of the protons and neutrons separately.

The momentum operator conjugate to any cooridinate z; is %%. Calculate the commutators

of the center of mass coordinates and momenta [P;, R;] and of the internal coordinates and
momenta [p;,r;]. Calculate the commutators [P;,r;] and [p;, R;].
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19.7 Homework 7

1. A particle is in the state v = R(r) (\/ngl + i\/ngo - \/ngg) Find the expected values of
L% L., L., and L,.

2. A particle is in the state ¥ = R(r) (\/gYu + i\/ngo). If a measurement of the x component

of angular momentum is made, what are the possilbe outcomes and what are the probabilities
of each?

3. Calculate the matrix elements (Yy, |Le|Yem,) and (Yem, | L2|Yem,)

. . . . . L2402 12

4. The Hamiltonian for a rotor with axial symmetry is H = —5 Tt where the I are constant
moments of inertia. Determine and plot the eigenvalues of H for dumbbell-like case that
L >> 1.

5. Prove that (L2) = (L2) = 0 is only possible for £ = 0.
6. Write the spherical harmonics for £ < 2 in terms of the Cartesian coordinates z, y, and z.

7. A particle in a spherically symmetric potential has the wave-function (z,y, z) = C(axy +yz +
z:v)e_o”2. A measurement of L? is made. What are the possible results and the probabilities
of each? If the measurement of L? yields 6h%, what are the possible measured values of L.
and what are the corresponding probabilities?

8. The deuteron, a bound state of a proton and neutron with ¢ = 0, has a binding energy of -2.18
MeV. Assume that the potential is a spherical well with potential of —V{ for r < 2.8 Fermis
and zero potential outside. Find the approximate value of Vj using numerical techniques.
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19.8 Homework 8

Calculate the ¢ = 0 phase shift for the spherical potential well for both and attractive and
repulsive potential.

Calculate the ¢ = 0 phase shift for a hard sphere V = oo for r < @ and V =0 for r > a. What
are the limits for ka large and small?

. Show that at large r, the radial flux is large compared to the angular components of the flux

for wave-functions of the form C ei:kr Yo (0, 9).

. Calculate the difference in wavelengths of the 2p to 1s transition in Hydrogen and Deuterium.

Calculate the wavelength of the 2p to 1s transition in positronium.

Tritium is a unstable isotope of Hydrogen with a proton and two neutrons in the nucleus.
Assume an atom of Tritium starts out in the ground state. The nucleus (beta) decays suddenly
into that of He?. Calculate the probability that the electron remains in the ground state.

A hydrogen atom is in the state ¢ = % (41/1100 + 311 — o210 + \/101/121_1). What are the
possible energies that can be measured and what are the probabilities of each? What is the
expectation value of L2? What is the expectation value of L.? What is the expectation value
of L,?

What is P(p.), the probability distribution of p, for the Hydrogen energy eigenstate 1210?
You may find the expansion of €’** in terms of Bessel functions useful.

The differential equation for the 3D harmonic oscillator H = % + %moﬂrQ has been solved
in the notes, using the same techniques as we used for Hydrogen. Use the recursion relations
derived there to write out the wave functions Ve, (r, 8, @) for the three lowest energies. You
may write them in terms of the standard Y, but please write out the radial parts of the
wavefunction completely. Note that there is a good deal of degeneracy in this problem so the
three lowest energies actually means 4 radial wavefunctions and 10 total states. Try to write
the solutions o9 and 119 in terms of the solutions in cartesian coordinates with the same

energy wnm,ny,nz-
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19.9 Homework 9

1. An electron in the Hydrogen potential V(r) = —% is in the state ¥ () = Ce™*". Find the
value of C' that properly normalizes the state. What is the probability that the electron be
found in the ground state of Hydrogen?

2. An electron is in the 91 state of hydrogen. Find its wave function in momentum space.

3. A spin % particle is in an eigenstate of S, with eigenvalue —l—% at time t = 0. At that time it is
placed in a constant magnetic field B in the z direction. The spin is allowed to precess for a
time T'. At that instant, the magnetic field is very quickly switched to the z direction. After
another time interval T', a measurement of the y component of the spin is made. What is the
probability that the value —% will be found?

4. Consider a system of spin % What are the eigenstates and eigenvalues of the operator S, +.5,7?
Suppose a measurement of this quantity is made, and the system is found to be in the eigenstate

with the larger eigenvalue. What is the probability that a subsequent measurement of .Sy, yields
Lo
xz

5. Let’s define the u axis to be in the x-z plane, between the positive x and z axes and at an
angle of 30 degrees to the x axis. Given an unpolarized spin % beam of intensity I going into
the following Stern-Gerlach apparati, what intensity comes out?
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20 Electrons in an Electromagnetic Field

In this section, we will study the interactions of electrons in an electromagnetic field. We will
compute the additions to the Hamiltonian for magnetic fields. The gauge symmetry exhibited in
electromagnetism will be examined in quantum mechanics. We will show that a symmetry allowing
us to change the phase of the electron wave function requires the existence of EM interactions (with
the gauge symmetry).

These topics are covered in Gasiorowicz Chapter 13, and in Cohen-Tannoudji et al. Com-
plements Ev[, DV]] and H[[[.

20.1 Review of the Classical Equations of Electricity and Magnetism in
CGS Units

You may be most familiar with Maxwell’s equations and the Lorentz force law in SI units as given
below.

V-B = 0
- - OB
VXxE+— = 0
X +6t
V.F = P
€0
- 1 OF o
B2 = ]
VX c? Ot Ho

ﬁ:—e(ﬁ+ﬁx§).

These equations have needless extra constants (not) of nature in them so we don’t like to work in
these units. Since the Lorentz force law depends on the product of the charge and the field, there is
the freedom to, for example, increase the field by a factor of 2 but decrease the charge by a factor
of 2 at the same time. This will put a factor of 4 into Maxwell’s equations but not change physics.
Similar tradeoffs can be made with the magnetic field strength and the constant on the Lorentz force
law.

The choices made in CGS units are more physical (but still not perfect). There are no extra constants
other than 7. Our textbook and many other advanced texts use CGS units and so will we in this
chapter. Maxwell’s Equations in CGS units are

V-B = 0
- - 10B
EFE4+-—— =0
VX +08t
V-E = 4d7tp
- = 10F 41 -
B—— = —J.
VX c Ot c
The Lorentz Force is 1
F=—¢(E+=-7xB).
c

In fact, an even better definition (rationalized Heaviside-Lorentz units) of the charges and fields can
be made as shown in the introduction to field theory in chapter 32. For now we will stick with the
more standard CGS version of Maxwell’s equations.
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If we derive the fields from potentials,

B = VxA

e

Il

|
4
©-

|

|

then the first two Maxwell equations are automatically satisfied. Applying the second two equations
we get wave equations in the potentials.

10 -
Vi~V A) = 4
Vo cat( p
1 024 47 >
— 2 - - — -
V24 + 28t2+v(v A+08t> =7

These derivations (see section 20.5.1) are fairly simple using Einstein notation.

The two results we want to use as inputs for our study of Quantum Physics are

e the classical gauge symmetry and

e the classical Hamiltonian.

The Maxwell equations are invariant under a gauge transformation of the potentials.

A = A-Vf(Ft)
10f(7,t)
¢ = ¢+c ot

Note that when we quantize the field, the potentials will play the role that wave functions do for the
electron, so this gauge symmetry will be important in quantum mechanics. We can use the gauge
symmetry to simplify our equations. For time independent charge and current distributions, the
coulomb gauge, VA= 0, is often used. For time dependent conditions, the Lorentz gauge,
V-A + 3 1 8¢ = 0, is often convenient. These greatly simplify the above wave equations in an obvious
way.

Finally, the classical Hamiltonian for electrons in an electromagnetic field becomes

2
H:p——>i(p*+fff)2—e¢
2m 2m c
The magnetic force is not a conservative one so we cannot just add a scalar potential. We know that
there is momentum contained in the field so the additional momentum term, as well as the usual
force due to an electric field, makes sense. The electron generates an E-field and if there is a B-field
present, Ex B gives rise to momentum density in the field. The evidence that this is the correct
classical Hamiltonian is that we can derive (see section 20.5.2) the Lorentz Force from it.

20.2 The Quantum Hamiltonian Including a B-field

We will quantize the Hamiltonian
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in the usual way, by replacing the momentum by the momentum operator, for the case of a constant
magnetic field.

Note that the momentum operator will now include momentum in the field, not just the particle’s
momentum. As this Hamiltonian is written, p is the variable conjugate to 7 and is related to the
velocity by
F=mi— <A
c

as seen in our derivation of the Lorentz force (See Section 20.5.2).
The computation (see section 20.5.3) yields

2
RN A (r232 — (7 E)Q) b= (E + ed).

2m 2me 8mc?

The usual kinetic energy term, the first term on the left side, has been recovered. The standard
potential energy of an electron in an Electric field is visible on the right side. We see two additional
terms due to the magnetic field. An estimate (see section 20.5.4) of the size of the two B field
terms for atoms shows that, for realizable magnetic fields, the first term is fairly small (down by
a factor of ﬁ gauss compared to hydrogen binding energy), and the second can be neglected.
The second term may be important in very high magnetic fields like those produced near neutron
stars or if distance scales are larger than in atoms like in a plasma (see example below).

So, for atoms, the dominant additional term is the one we anticipated classically in section 18.4,

HB_LE.E:_/;.E,

" 2me

where [i = — zswi' This is, effectively, the magnetic moment due to the electron’s orbital angular

momentum. In atoms, this term gives rise to the Zeeman effect: otherwise degenerate atomic
states split in energy when a magnetic field is applied. Note that the electron spin which is not
included here also contributes to the splitting and will be studied later.

The Zeeman effect, neglecting electron spin, is particularly simple to calculate because the the
hydrogen energy eigenstates are also eigenstates of the additional term in the Hamiltonian. Hence,
the correction can be calculated exactly and easily.

* See Example 20.4.1: *

The result is that the shifts in the eigen-energies are
AE = ,LLBBm[

where my is the usual quantum number for the z component of orbital angular momentum. The
Zeeman splitting of Hydrogen states, with spin included, was a powerful tool in understanding
Quantum Physics and we will discuss it in detail in chapter 23.

The additional magnetic field terms are important in a plasma because the typical radii can be much
bigger than in an atom. A plasma is composed of ions and electrons, together to make a (usually)
electrically neutral mix. The charged particles are essentially free to move in the plasma. If we
apply an external magnetic field, we have a quantum mechanics problem to solve. On earth, we use
plasmas in magnetic fields for many things, including nuclear fusion reactors. Most regions of space
contain plasmas and magnetic fields.
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In the example below, we will solve the Quantum Mechanics problem two ways: one using our new
Hamiltonian with B field terms, and the other writing the Hamiltonian in terms of A. The first
one will exploit both rotational symmetry about the B field direction and translational
symmetry along the B field direction. We will turn the radial equation into the equation we
solved for Hydrogen. In the second solution, we will use translational symmetry along the B
field direction as well as translational symmetry transverse to the B field. We will now turn
the remaining 1D part of the Schrodinger equation into the 1D harmonic oscillator equation,
showing that the two problems we have solved analytically are actually related to each other!

* See Example 20.4.2: A neutral plasma in a constant magnetic field.*

The result in either solution for the eigen-energies can be written as

eBh 1 h2k2
E,=— |(n+=)+ )
MeC 2 2Mme

which depends on 2 quantum numbers. hk is the conserved momentum along the field direction
which can take on any value. n is an integer dealing with the state in x and y. In the first solution
we understand n in terms of the radial wavefunction in cylindrical coordinates and the angular
momentum about the field direction. In the second solution, the physical meaning is less clear.

20.3 Gauge Symmetry in Quantum Mechanics

Gauge symmetry in Electromagnetism was recognized before the advent of quantum mechanics. We
have seen that symmetries play a very important role in the quantum theory. Indeed, in quantum
mechanics, gauge symmetry can be seen as the basis for electromagnetism and conservation of charge.

We know that the all observables are unchanged if we make a global change of the phase of the
wavefunction, 1) — 1. We could call this global phase symmetry. All relative phases (say for
amplitudes to go through different slits in a diffraction experiment) remain the same and no physical
observable changes. This is a symmetry in the theory which we already know about. Let’s postulate
that there is a bigger symmetry and see what the consequences are.

V(7 t) — e (7, )

That is, we can change the phase by a different amount at each point in spacetime and the physics
will remain unchanged. This local phase symmetry is bigger than the global one.

Its clear that this transformation leaves the absolute square of the wavefunction the same,
but what about the Schrédinger equation? It must also be unchanged. The derivatives in the
Schrédinger equation will act on A(7,t) changing the equation unless we do something else to
cancel the changes.
1 /., e 2
= (F+2A) v = (B+esy
m c
A little calculation (see section 20.5.7) shows that the equation remains unchanged if we also
transform the potentials
7, t)
10f(7,t
c Ot
h
FEG = AL,
e

)

A = A-SfFt
o

- ¢+
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This is just the standard gauge transformation of electromagnetism, but, we now see that
local phase symmetry of the wavefunction requires gauge symmetry for the fields and indeed even
requires the existence of the EM fields to cancel terms in the Schrodinger equation. Electromagnetism
is called a gauge theory because the gauge symmetry actually defines the theory. It turns out that
the weak and the strong interactions are also gauge theories and, in some sense, have the
next simplest possible gauge symmetries after the one in Electromagnetism.

We will write our standard gauge transformation in the traditional way to conform a bit better
to the textbooks.

A = A-Vf(F1)
10f(F,t)
T
BEE) o eIy g

There are measurable quantum physics consequences of this symmetry. We can understand a
number of them by looking at the vector potential in a field free regions. If B =0 then A can
be written as the gradient of a function f(7). To be specific, take our gauge transformation of the

vector potential. Make a gauge transformation such that A’ = 0. This of course is still consistent
with B = 0.

A= A-Vf[A) =0
Then the old vector potential is then given by
A=V .

Integrating this equation, we can write the function f(7) in terms of A(7).

/df.A’: /dfvf = F(7) — £(%)

70 7o

If we choose f so that f(r)) = 0, then we have a very useful relation between the gauge
function and the vector potential in a field free region.

f@:]ﬁﬁ.

We can derive (see section 20.5.8) the quantization of magnetic flux by calculating the line integral
of A around a closed loop in a field free region.

& - 2nmhe

e

A good example of a B = 0 region is a superconductor. Magnetic flux is excluded from the
superconducting region. If we have a superconducting ring, we have a B=0 region surrounding some
flux. We have shown then, that the flux going through a ring of superconductor is quantized.
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Flux is observed to be quantized but the charge of the particle seen is 2e.

& - 2nmhe
2e

This is due to the pairing of electrons inside a superconductor.

The Aharanov Bohm Effect brings us back to the two slit diffraction experiment but adds mag-
netic fields.

electron
gun

screen

The electron beams travel through two slits in field free regions but we have the ability to vary a
magnetic field enclosed by the path of the electrons. At the screen, the amplitudes from the two
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slits interfere ¥ = 11 + 1. Let’s start with B = 0 and A = 0 everywhere. When we change the B
field, the wavefunctions must change.

Y1 = Yre
P2 —  ae

—igs [drA
2

v o= (wle_i% +1/12)e

The relative phase from the two slits depends on the flux between the slits. By varying the B field,
we will shift the diffraction pattern even though B = 0 along the whole path of the electrons.
While this may at first seem amazing, we have seen similar effects in classical E&M with an EMF
induced in a loop by a changing B field which does not touch the actual loop.

20.4 Examples
20.4.1 The Naive Zeeman Splitting

The additional term we wish to consider in the Hamiltonian is Q%CE L. Choosing the z axis so that
the constant field points in the z direction, we have

eB.,

Hchman = 5
2uc

2
In general, the addition of a new term to the Hamiltonian will require us to use an approximation
to solve the problem. In this case, however, the energy eigenstates we derived in the Hydrogen
problem are still eigenstates of the full Hamiltonian H = Hyydrogen + Hzeeman. Remember,
our hydrogen states are eigenstates of H, L? and L..

(thdrogcn + Hchman)wnEm = (En + mUBB)i/}nEm

This would be a really nice tool to study the number of degenerate states in each hydrogen level.
When the experiment was done, things did not work our according to plan at all. The magnetic
moment of the electron’ s spin greatly complicates the problem. We will solve this later.

20.4.2 A Plasma in a Magnetic Field

An important place where both magnetic terms come into play is in a plasma. There, many
electrons are not bound to atoms and external Electric fields are screened out. Let’s assume there
is a constant (enough) B field in the z direction. We then have cylindrical symmetry and will work
in the coordinates, p, ¢, and z.

B e2B?

~h_, e
Lz 2 2 —(E
2mev Y+ T Y+ .2 (= +y ) = (E+ed)y

The problem clearly has translational symmetry along the z direction and rotational sym-
metry around the z axis. Given the symmetry, we know that L, and p, commute with the
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Hamiltonian and will give constants of the motion. We therefore will be able to separate variables
in the usual way.

Y(T) = Unmi(p) eimoelh

In solving (see section 20.5.5) the equation in p we may reuse the Hydrogen solution ultimately
get the energies

E =

2

eBh ( 1+m+ |m|) h2k?
n+ +
2m

MeC

and associated LaGuerre polynomials (as in Hydrogen) in p? (instead of r).

The solution turns out to be simpler using the Hamiltonian written in terms of (see section
20.5.6) A if we choose the right gauge by setting A = Bzy.

1 /. e 2 1 B \?
H = (p+ EA) = <pi + (py + e—x) +p§>
2Mme c 2me c

1 2¢B eB\?
(pi +p12/ + —xpy + (—> z? +p§>
2Mme ‘ c c

This Hamiltonian does not depend on y or z and therefore has translational symmetry in both
x and y so their conjugate momenta are conserved. We can use this symmetry to write the solution
and reduce to a 1D equation in v(z).

1/} — v(x)eikyyeikzz

Then we actually can use our harmonic oscillator solution instead of hydrogen! The energies come

out to be
eBh ( 1) h2k2

MeC 2 2me

Neglecting the free particle behavior in z, these are called the Landau Levels. This is an example
of the equivalence of the two real problems we know how to solve.

20.5 Derivations and Computations
20.5.1 Deriving Maxwell’s Equations for the Potentials

We take Maxwell’s equations and the fields written in terms of the potentials as input. In the left
column the equations are given in the standard form while the right column gives the equivalent
equation in terms of indexed components. The right column uses the totally antisymmetric tensor
in 3D ¢, and assumes summation over repeated indices (Einstein notaton). So in this notation,
dot pgoducts can be simply written as @ - b= a;b; and any component of a cross product is written
(d X b)k = aibjeijk.

. o
V-B= —B; =0
8:@»
. . 10B B 1B,
VX E+ G =0 B, Ciciik T gy =0
I B
V-E=A4np —F, =4np

8$k



300

- - 10F 47 - 0 10E, 4w
VB o T 9 T T e
Lo B
B=VxA BJ_%AnEan
= = 10A 0 10A
E:— _—— E = —_-— —_
¢ c Ot k oxy, c Ot

If the fields are written in terms of potentials, then the first two Maxwell equations are automatically
satisfied. Lets verify the first equation by plugging in the B field in terms of the potential and noticing
that we can interchange the order of differentiation.

0 o 0 o 0

V-B=_—B8B; — A€ = —Aye
ox; " 83:1 Oxm T Dz Oy
We could also just interchange the index names ¢ and m then switch those indices around in the

antisymmetric tensor.
= o J a 0
V- B= —A =— —A
Oz O; n€inm 0z O n€mni

We have the same expression except for a minus sign which means that V-B=0.

For the second equation, we write it out in terms of the potentials and notice that the first term
0 i¢eijk = 0 for the same reason as above.

a_ziaxj
B 1 0By, o (0 104, 190 9
oz, i T e T T, (37 te m) ijk Bt By Emk
_ 1 0094 . 0 04n
¢ Ox; Ot Cigk ox,, Ot Cmnk

1 A; A
= - <— 0 &fijk‘i‘%%fijk) =0

The last step was simply done by renaming dummy indices (that are summed over) so the two terms
cancel.

Similarly we may work with the Gauss’s law equation

g 0 0 0 10A;:
F=—F,=——|(— -— = 4
v Oxy k oz, ((?:zrk + c Ot ) P
10 5 =
2
_ A v A — 4
¢——5(V-4) TP
For the fourth equation we have.
0 1(9E;C 47
o T o e
g 0 10 18Ak 4
An mnj€i = -
o0x; Oxyy, €mng€ijk + c ot ((’kaq5 c Ot > c Th

Its easy to derive an identity for the product of two totally antisymmetric tensors €n,n;€;;x as occurs
above. All the indices of any tensor have to be different in order to get a nonzero result. Since the



301

j occurs in both tensors (and is summed over) we can simplify things. Take the case that ¢ = 1
and k£ = 2. We only have a nonzero term if j = 3 so the other 2 terms in the sum are zero. But if
7 = 3, we must have either m = 1 and n = 2 or vice versa. We also must not have ¢ = k since all
the indices have to be different on each epsilon. So we can write.

€Emnj€ijk = €Emnj€kij = (5km5zn - 5kn5zm)
Applying this identity to the Maxwell equation above, we get.

00, 00, 100 158 i
Ox; Oxr ~ Ox; Oy k cOxp Ot 2 92 ¢ k

o~ - 19 0p 104, 4n
aon” ATV M et ek
10%4y, 0 [ - 106\ 4

_V2A kL 2 A4+ D) = 22
v k+c2 ot? +8w;€ (V +c@t> ch
o 1A oo o 108\  4m -

VA4 2 A+ -1 ) = —

v +c2 ot? +V<V +cat> ¢

The last two equations derived are wave equations with source terms obeyed by the potentials. As
discussed in the opening section of this chapter, they can be simplified with a choice of gauge.

20.5.2 The Lorentz Force from the Classical Hamiltonian

In this section, we wish to verify that the Hamiltonian

= (7 + E/Y)Q—ea;

T 2m

gives the correct Lorentz Force law in classical physics. We will then proceed to use this Hamiltonian
in Quantum Mechanics.

Hamilton’s equations are

. 0H
) |
P= o

where ¢ = 7 and the conjugate momentum is already identified correctly p = p. Remember that
these are applied assuming q and p are independent variables.

Beginning with ¢ = 0H/9dp, we have

dr 1 e -
a2 (s —A)
dt m(p+c
mi = p+iA

C

i~
I
3
<y
|
ol
SN
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Note that p'# my. The momentum conjugate to 7 includes momentum in the field. We now time
differentiate this equation and write it in terms of the components of a vector.

dpi dvi & dAl

ar ~ "ar T cdt.

Similarly for the other Hamilton equation (in each vector component) p; = —%, we have
dp; e ( e s OA (ﬂb
=i =—— (5+ 24)- .
dt pi me P c ox; + 68:101-

We now have two equations for CZ? derived from the two Hamilton equations. We equate the two

right hand sides yielding

dv; e ( e a) oA % fdAi

mai =mr == o \PH ) e Yo
) 0A  0¢  edA;
U 0x; 68:101- c dt’

The total time derivative of A has one part from A changing with time and another from the
particle moving and A changing in space.
dA  0A -\ o
== (7 V)4
at ot (U

so that

e, OA 8¢ edA, e/ -
Fz_maz__gvﬁ_gcl+66_:zcz+zat E(UV)AZ

We notice the electric field term in this equation.

0p e0dA;
ea.Ii E 815 B _eEl
e R oA L o=
Fi—mai——eEi—i—E —v-axi—i—(v-V>AZ .

Let’s work with the other two terms to see if they give us the rest of the Lorentz Force.

(ﬁﬁ)Ai—ﬁ-gi

c

el, 9 4 _, 04| _e [0A: 04,
c v](?:zrj T ox; _cvj Ox; ox;

We need only prove that

()= (5~ 5 )

To prove this, we will expand the expression using the totally antisymmetric tensor.

(U X E). = (U X (V X /T))i = (%Emnk) Ejki = 'UngAZ (Emnk€jni)

g m

0A, 04, (a A; 0A )

m m [ J
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Q.E.D.

So we have . .
Fi——eE; - < (ﬁx B)
c

i
which is the Lorentz force law. So this is the right Hamiltonian for an electron in a electromagnetic
field. We now need to quantize it.

20.5.3 The Hamiltonian in terms of B

Start with the Hamiltonian ) )
H= o (5+54) —eo
2u c
Now write the Schrédinger equation.

1(hﬁ+ A) (?ﬁgwrf/w) = (E+ed)d

2p
h? eh=o /= ieh -
ﬂv%—%v.(mp) 5 = (E+ed)t
-, el el - _
TR (v A) = (BE+ed)t

—

The second term vanishes in the Coulomb gauge i.e., V - A= 0, so

—h—2V2 ieh -
2p

=(E+ed)v

Now for constant B,, we choose the vector potential

D
A= —§’F'>< B
since
- o 0 10
1
= —§5imBn5mng‘€z‘jk = _EBnEinjEijk

= %Bn Zzéijnéijk :%Bk Zzggjk = By,
i g i g

it gives the right field and satisfies the Coulomb gauge condition.

Substituting back, we obtain

—n? ieh g e?
—V*)+ —ixB-V
24 v+ QMCT x v+ 8mc?

Now let’s work on the vector arithmetic.

I 9 9 L. B}
(r x B~V1/;) :riBjaijka—i 3 <rza;/;sm> =B FxVp=—oB Ly
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N\ 2
(FX B) = TiBjEijkTmBnamnk = (TiBj’I”iBj — ’I”l'BjTjBi)

N2
B2~ (7 B) —0

So, plugging these two equations in, we get

e2

8mc?

— K2
2u

v2¢+2%c§-ﬁw+ [T2B2— (F-E)Q]wz(E—i-e(b)w.

We see that there are two new terms due to the magnetic field. The first one is the magnetic moment
term we have already used and the second will be negligible in atoms.

20.5.4 The Size of the B field Terms in Atoms

In the equation

C B.T/(e2 ~ & 2
2 L/(e”/ao) QMCB(mh)/(e /o)
aeBag aa?
= mT/ (e?/ao) = m2—eoB
(0.5 x 108 cm)? B

= m

(2)(137) (4.8 x 10-10) ~ "' x 109 gauss

e? h
o= — an =
he 07 ame

Divide the third term by the second:

Blajges  d} . (05x10%)° B
3eeBh e (4)(137) (4.8 x 10710) 1010 gauss

20.5.5 Energy States of Electrons in a Plasma I

h2 B 2p2
L+ o

2m

V2w+2 (2® +y°) o = By

Me M2

For uniform B field, cylindrical symmetry = apply cylindrical coordinates p, ¢, z. Then

0? 92 19 1 02

2 _ Y i _ -
V=02 o2 "o, mog
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From the symmetry of the problem, we can guess (and verify) that [H,p,] = [H,L,] = 0. These
variables will be constants of the motion and we therefore choose

PO = s ) 0
h 0
Lo = ;a—d)iﬁ:mhdf

h o
Py = Ta_¢:hk¢
1 0z

m?2 R . 10u . )
Vzdj = _kzw - —Y+ Z_—ptm¢ ikz + 22 pime ikz
p? op? pOp
d*u n ldu m? e?B? 20 + 2m.E  eBm 12 0
Tt L P w B B .
dp*  pdp  p? iz’ h? he
Let z = y/ £2 p (dummy variable, not the coordinate) and \ = 22%c (E - 22“2) — 2m. Then

d*v  1du m? 9
In the limit x — oo,
d*u 9

@—xu:o = un~ e 2
while in the other limit z — 0,
d®u 1du m? 0
- L =
dr?2  xdx a2
Try a solution of the form x°. Then
s(s —Da* 2 +s2° 2 —m2zx* 2 =0 = s? =m?

A well behaved function = s > 0 = s = |m)|
u(z) = $‘m|6712/2G({E)

Plugging this in, we have

2G (2m|+1 pe
W+<T—2x>%+(z\—2—2|m|)G—O

We can turn this into the hydrogen equation for

2

y=x
and hence
dy = 2x dx
d 1 d
dy 2z dx’

Transforming the equation we get

2 —9 _
dG+<|m|+1_1>dG A=2-2m| , _

d—y2 y + 0.

dy 4y
Compare this to the equation we had for hydrogen

2 —1—
d°H (264—2 >dH+)\ 1 KH:

el B |
dp? P

0
dp p
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with A = n,. + £+ 1. The equations are the same if WE set our % =n, + % where n, =
0,1,2,.... Recall that our A = t"];%c (E — Zi’f) — 2m. This gives us the energy eigenvalues
h’k®>  eBh 1
g MR _eBh (o 1dml+my
2Me MeC 2

As in Hydrogen, the eigenfunctions are

G(y) = LI"(y).

We can localize electrons in classical orbits for large E and n,. & 0. This is the classical limit.
np =0 = Lo = const = |9]? ~ e g2Iml

Max when
— =0= (—23:67962:1:2‘7”' + 2|m|67m2x2‘m|71)

9 1/2
|m| = 2? = p= (—Chm>

Now let’s put in some numbers: Let B ~ 20 kGauss = 2 x 10* Gauss. Then

sec

~25x107°
A8x10-Oesu)(2x 107 g) X 1072y/m em

\/2 (3 x 1010-C1) (1,05 x 1027 erg sec)
p =

This can be compared to the purely classical calculation for an electron with angular momentum

mhc
Be °

mh which gives p = This simple calculation neglects to count the angular momentum stored

in the field.

20.5.6 Energy States of Electrons in a Plasma II

We are going to solve the same plasma in a constant B field in a different gauge. If A= (0, Bz, 0),
then

é:ﬁxﬂ:aAyéng.

ox
This A gives us the same B field. We can then compute H for a constant B field in the z direction.
1 L6 2 1 eB \?
H = (p—|——A> = o+ (py+—a) +p?
2Mme c 2me c

1 2¢B eB\?
= (pi —|—p§ + —xpy + <—> z? —|—p§>
2Mme c c

With this version of the same problem, we have
[H,py] = [H,p:] = 0.

We can treat p, and p, as constants of the motion and solve the problem in Cartesian coordinates!
The terms in x and p, are actually a perfect square.
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1/} — ,U(:E)eikyyeikzz
1 d? eB\’ heky \ hk?2
_h2_ - Y — E — z
2me ( dx? + ( c ) <a:—|— eB > v() ( 2me) v(@)
—h? & 1 eB\* heky\” h2k2
- —m, — E — E
2m dx? + <2m (mec) <$ + eB > v(@) ( 2me) vl@)

eB
mec

_ hck

This is the same as the 1D harmonic oscillator equation with w = -

212
B n—l—l hw:heB n—i—l +hkz
2 MeC 2 2Me

So we get the same energies with a much simpler calculation. The resulting states are
somewhat strange and are not analogous to the classical solutions. (Note that an electron could
be circulating about any field line so there are many possible states, just in case you are worrying
about the choice of k, and z¢ and counting states.)

and zg =

20.5.7 A Hamiltonian Invariant Under Wavefunction Phase (or Gauge) Transforma-
tions

We want to investigate what it takes for the Hamiltonian to be invariant under a local phase
transformation of the wave function.
(7, 1) = X0y, )

That is, we can change the phase by a different amount at each point in spacetime and the physics
will remain unchanged. We know that the absolute square of the wavefunction is the same. The
Schrodinger must also be unchanged.

(5+54) w= (B +eo)y

So let’s postulate the following transformation then see what we need to keep the equation
invariant.

V() = e TUY(F )
A = A+AA
¢ = P+A¢

We now need to apply this transformation to the Schrédinger equation.

2
(Eﬁ + oA+ EA_A) MM = <zh2 +eg + 6A¢) A1)y,
i c c ot



308

Now we Will apply the diﬂ'grential operator to the exponential to identify the new terms.
Note that Veir(™t) = AT \(F, 1).

0 0

s
o
A~
=~
<
_l’_
o
b
_l’_
alo
«
_l’_
>t
—~
<l
>
=
=
N—
~_
[V
<
I

el(’)<zh2+e¢+ eAp — ha)\(t ))w

he e - RN S o AN, 1)
(;V—i—zA—i-EAAJrh(V)\(r,t))) " (zh§+e¢+ e —h >¢

Its easy to see that we can leave this equation invariant with the following choices.

V= —EW(M)
h(?)\(r t)

A =

¢ e Ot

We can argue that we need Electromagnetism to give us the local phase transformation
symmetry for electrons. We now rewrite the gauge transformation in the more conventional way,
the convention being set before quantum mechanics.

Y t) = eMY( )
A — A-Vf(Ft)
¢

Laf( 1)
- ¢+E ot
En = S,

20.5.8 Magnetic Flux Quantization from Gauge Symmetry

We’ve shown that we can compute the function f(7) from the vector potential.

f@=i%ﬁ

A superconductor excludes the magnetic field so we have our field free region. If we take a ring of
superconductor, as shown, we get a condition on the magnetic flux through the center.
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B field

path 1

ath 2

Consider two different paths from 7 to 7.
fl(f)_fQ(f):j{df-A':/dgﬁxA’:/dS*-é:@
The difference between the two calculations of f is the flux.

Now f is not a physical observable so the f; — fo does not have to be zero, but, ¥ does have to be
single valued.

Y1 = o
B e (I
= %(fl—fz):%”
2nmhe
= &= fl — fg = c

The flux is quantized.

Magnetic flux is observed to be quantized in a region enclosed by a superconductor. however, the
fundamental charge seen is 2e.

20.6 Homework Problems

1. Show that the Hamiltonian H = ﬁ [P+ %/Y(F, t)]? — ep(7,t) yields the Lorentz force law for an
electron. Note that the fields must be evaluated at the position of the electron. This means
that the total time derivative of A must also account for the motion of the electron.

2. Calculate the wavelengths of the three Zeeman lines in the 3d — 2p transition in Hydrogen
atoms in a 10* gauss field.

3. Show that the probability flux for system described by the Hamiltonian

1 e -
= _[p+ A
2M[p+c]
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is given by
h
2ip

2ie -

J =gV — (V") + - Ay*y].

Remember the flux satisfies the equations 8(1{/;_11!1) + ﬁj =0.

Consider the problem of a charged particle in an external magnetic field B = (0,0, B) with
the gauge chosen so that A= (—yB,0,0). What are the constants of the motion? Go as far as
you can in solving the equations of motion and obtain the energy spectrum. Can you explain
why the same problem in the gauges A = (—yB/2,2B/2,0) and A = (0,2B,0) can represent
the same physical situation? Why do the solutions look so different?

Calculate the top left 4 x 4 corner of the matrix representation of z* for the harmonic oscillator.
Use the energy eigenstates as the basis states.

. The Hamiltonian for an electron in a electromagnetic field can be written as H = ﬁ[ﬁ—i—

%E(F, t)]? — ep(7,t) + 55 - B(%, t). Show that this can be written as the Pauli Hamiltonian

2mec

o= (554 A t)])2 — c(F.1).

20.7 Sample Test Problems

1.

A charged particle is in an external magnetic field. The vector potential is given by A =
(-yB,0,0). What are the constants of the motion? Prove that these are constants by evalu-
ating their commutator with the Hamiltonian.

A charged particle is in an external magnetic field. The vector potential is given by A =
(0,2B,0). What are the constants of the motion? Prove that these are constants by evaluating
their commutator with the Hamiltonian.

Gauge symmetry was noticed in electromagnetism before the advent of Quantum Mechanics.
What is the symmetry transformation for the wave function of an electron from which the
gauge symmetry for EM can be derived?
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21 Addition of Angular Momentum

Since total angular momentum is conserved in nature, we will find that eigenstates of the total
angular momentum operator are usually energy eigenstates. The exceptions will be when we apply
external Fields which break the rotational symmetry. We must therefore learn how to add different
components of angular momentum together. One of our first uses of this will be to add the orbital
angular momentum in Hydrogen to the spin angular momentum of the electron.

J=L+§
audio

Our results can be applied to the addition of all types of angular momentum.

This material is covered in Gasiorowicz Chapter 15, in Cohen-Tannoudji et al. Chapter X
and very briefly in Griffiths Chapter 6.

21.1 Adding the Spins of Two Electrons

The coordinates of two particles commute with each other: [p(l)i,x@)j] = 0. They are inde-
pendent variables except that the overall wave functions for identical particles must satisfy the
(anti)symmetrization requirements. This will also be the case for the spin coordinates.

[S1)i»Si2)5] =0

We define the total spin operators
S = 5(1) + g(g).

Its easy to show (see section 21.8.1) the total spin operators obey the same commutation relations

as individual spin operators
[Si, SJ] = iheiijk.

audio

This is a very important result since we derived everything about angular momentum from the
commutators. The sum of angular momentum will be quantized in the same way as orbital angular
momentum.

As with the combination of independent spatial coordinates, we can make product states to
describe the spins of two particles. These products just mean, for example, the spin of particle 1 is

up and the spin of particle 2 is down. There are four possible (product) spin states when we combine
two spin % particles. These product states are eigenstates of total S. but not necessarily of

total S2. The states and their S, eigenvalues are given below.

| Product State | Total S, eigenvalue |
[(ENINE) 7
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audio

Verify the quoted eigenvalues by calculation using the operator S, = S¢); + S(2).-

We expect to be able to form eigenstates of S? from linear combinations of these four states. From
pure counting of the number of states for each S, eigenvalue, we can guess that we can make one
s = 1 multiplet plus one s = 0 multiplet. The s = 1 multiplet has three component states, two
of which are obvious from the list above. We can use the lowering operator to derive (see section
21.8.2) the other eigenstates of S2.

(1), (2

Xs=1,m=1 = X3+ X+
1 1) (2 1) (2
Xs=1,m=0 = ﬁ (XS”)XS) + XS)XQ)
Xomtm—1 = X
L@ _ o @
XozOm=0 = 5 (X+ X2 = XXy )

audio

As a necessary check, we operate on these states with S? and verify (see section 21.8.3) that they
are indeed the correct eigenstates.

Note that by deciding to add the spins together, we could not change the nature of the electrons.
They are still spin %and hence, these are all still eigenstates of 57, and 8(22), however, (some of) the
above states are not eigenstates of S(;), and S(3).. This will prove to be a general feature of adding
angular momenta. Our states of definite total angular momentum and z component of total angular
momentum will still also be eigenstates of the individual angular momenta squared.

21.2 Total Angular Momentum and The Spin Orbit Interaction

The spin-orbit interaction (between magnetic dipoles) will play a role in the fine structure of
Hydrogen as well as in other problems. It is a good example of the need for states of total angular
momentum. The additional term in the Hamiltonian is

- —

Ze2 L-S

2m2c2 13

Hso

If we define the total angular momentum J in the obvious way we can write L-S in terms of
quantum numbers.

audio
= L+8
J? = L[*420-5+5?

5 = %(J2—L2—S2)—>h;(j(j+1)—é(£+ 1) —s(s+1))

~
\

il
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Since our eigenstates of J? and J, are also eigenstates of L? and S? (but not L, or S.), these
are ideal for computing the spin orbit interaction. In fact, they are going to be the true energy
eigenstates, as rotational symmetry tells us they must.

21.3 Adding Spin % to Integer Orbital Angular Momentum

Our goal is to add orbital angular momentum with quantum number ¢ to spm =. We can show in
several ways that for £ # 0, that the total angular momentum quantum number has two possible
values j =/ + sor j=/{—=. For £ =0, only j = = is allowed. First lets argue that this makes
sense when we are adding two vectors For example 1f we add a vector of length 3 to a vector of
length 0.5, the resulting vector could take on a length between 2.5 and 3.5 For quantized angular
momentum, we will only have the half integers allowed, rather than a continuous range. Also we
know that the quantum numbers like ¢ are not exactly the length of the vector but are close. So
these two values make sense physically.

We can also count states for each eigenvalue of J, as in the following examples.
* See Example 21.7.1: Counting states for £ = 3 plus spin +.*
* See Example 21.7.2: Counting states for any £ plus spin %
As in the last section, we could start with the highest J, state, Yz x1, and apply the lowering
operator to find the rest of the multiplet with j = ¢+ % This works well for some specific ¢ but is
hard to generalize.

*

We can work the problem in general. We know that each eigenstate of J2 and J, will be a linear
combination of the two product states with the right m.

Vitma 1) = YemX+ + BYo(mi1)X -

audio

The coefficients « and 3 must be determined (see section 21.8.4) by operating with J2.

l+m+1

Vet 1y m+d) = T Yimx+ + 2€+1}/€m+1)x
{—m {+m—+1

V- 1)mrd) = A/ m}/@anL — 4/ T_H}/Z(m-i-l)xf

We have made a choice in how to write these equations: m must be the same throughout. The
negative m states are symmetric with the positive ones. These equations will be applied when we
calculate the fine structure of Hydrogen and when we study the anomalous Zeeman effect.

21.4 Spectroscopic Notation

A common way to name states in atomic physics is to use spectroscopic notation. It is essentially
a standard way to write down the angular momementum quantum numbers of a state. The general
form is N 2S+1Lj, where N is the principal quantum number and will often be omitted, s is the
total spin quantum number ((2s 4 1) is the number of spin states), L refers to the orbital angular
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momentum quantum number ¢ but is written as S, P, D, F, ... for £ =0,1,2,3,..., and j is the
total angular momentum quantum number.

A quick example is the single electron states, as we find in Hydrogen. These are:
228

25%
428

1 1 22ps 22p. 3281 32p; 32Pp, 32D
2 2 2 2 2 2 2
32D

42P; 42P1 42Ds 42%Ds 42F: 42%Fs
2 2 2 2 2 2

wlw

1
2

All of these have the pre-superscript 2 because they are all spin one-half. There are two j values for
each £.

For atoms with more than one electron, the total spin state has more possibilities and perhaps
several ways to make a state with the same quantum numbers.

21.5 General Addition of Angular Momentum: The Clebsch-Gordan Se-
ries

We have already worked several examples of addition of angular momentum. Lets work one more.

* See Example 21.7.3: *

The result, in agreement with our classical vector model, is multiplets with j = 2,3, 4,5, 6.
The vector model qualitatively explains the limits.

audio

In general, j takes on every value between the maximum an minimum in integer steps.
[l —lo| <j <l + Lo

The maximum and minimum lengths of the sum of the vectors makes sense physically. Quantum
Mechanics tells up that the result is quantized and that, because of the uncertainty principle, the
two vectors can never quite achieve the maximum allowed classically. Just like the z component of
one vector can never be as great as the full vector length in QM.
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We can check (see section 21.8.5) that the number of states agrees with the number of product
states.

We have been expanding the states of definite total angular momentum j in terms of the product
states for several cases. The general expansion is called the Clebsch-Gordan series:

Wim = Z (Lrmaloma|jmli€2)Ye, my Yeams

mims2

or in terms of the ket vectors

|]m€1€2> = Z <€1m1€2m2|jm€1€2>|€1m1€2m2>

mima2

The Clebsch-Gordan coefficients are tabulated. We have computed some of them here by using the
lowering operator and some by making eigenstates of J2.

21.6 Interchange Symmetry for States with Identical Particles

If we are combining the angular momentum from two identical particles, like two electrons in an
atom, we will be interested in the symmetry under interchange of the angular momentum state. Lets
use the combination of two spin % particles as an example. We know that we get total spin states
of s =1 and s = 0. The s = 1 state is called a triplet because there are three states with different
m values. The s = 0 state is called a singlet. The triplet state is symmetric under interchange.
The highest total angular momentum state, s = s; + sg, will always be symmetric under
interchange. We can see this by looking at the highest m state, m = s. To get the maximum m,
both spins to have the maximum z component. So the product state has just one term and it is
symmetric under interchange, in this case,

xi = x{Px .

When we lower this state with the (symmetric) lowering operator S_ = S(1)_ 4 S(2)—, the result
remains symmetric under interchange. To make the next highest state, with two terms, we must
choose a state orthogonal to the symmetric state and this will always be antisymmetric.

In fact, for identical particles, the symmetry of the angular momentum wave function will
alternate, beginning with a symmetric state for the maximum total angular momentum. For
example, if we add two spin 2 states together, the resulting states are: 4g, 34, 25, 14 and O0g. In
the language of group theory, when we take the direct product of two representations of
the the SU(2) group we get:

5®5=9¢PDT7aDdsD34D1g
where the numbers are the number of states in the multiplet.

* See Example 21.7.4: Two clectrons in a P state.*

* See Example 21.7.5: The parity of the pion from wd — nn.*
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21.7 Examples
21.7.1 Counting states for ¢/ = 3 Plus spin %

For ¢ = 3 there are 2¢ + 1 = 7 different eigenstates of L,. There are two different eigenstates of
S, for spin % We can have any combination of these states, implying 2 x 7 = 14 possible product
states like Y31 x+.

We will argue based on adding vectors... that there will be two total angular momentum states that

can be made up from the 14 product states, j = ¢ + %, in this case j = g and j = % Each of these

has 25 + 1 states, that is 6 and 8 states respectively. Since 6 + 8 = 14 this gives us the right number
of states.

21.7.2 Counting states for Arbitrary ¢ Plus spin %

For angular momentum quantum number ¢, there are (2¢ 4 1) different m states, while for spin we
have 2 states x4. Hence the composite system has 2(2¢ + 1) states total.

Max j. = £+ % so we have a state with j = ¢+ £. This makes up (2j + 1) = (2¢+ 2) states, leaving

(40+2) = (20+2) = 20 = (2 (z—%>+1)

Thus we have a state with j = ¢ — % and that’s all.

21.7.3 Adding {=4to (=2

As an example, we count the states for each value of total m (z component quantum number) if we
add€1=4to£2=2.

audio

Total m | (mq, ma)
6 (4.2)
5 (3,2) (4,1)
4 (2,2) (3,1) (4,0)
3 (1,2) (2,1) (3,0) (4,-1)
2 (0,2) (1,1) (2,0) (3,-1) (4,-2)
1 (_172) ( 71) ( 70) (27_1) ( 7_2)
0 (_272) (_171) ( 70) (17_1) (27_2)
-1 (1,-2) (0,-1) (-1,0) (-2,1) (-3,2)
-2 (0,-2) (-1,-1) (-2,0) (-3,1) (-4,2)
-3 (-1,-2) (-2,-1) (-3,0) (-4,1)
4 (-2,-2) (-3,-1) (-4,0)
5 (-3,-2) (-4,-1)
-6 (-4,-2)
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Since the highest m value is 6, we expect to have a j = 6 state which uses up one state for each m
value from -6 to +6. Now the highest m value left is 5, so a j = 5 states uses up a state at each m
value between -5 and +5. Similarly we find a j = 4, j = 3, and j = 2 state. This uses up all the
states, and uses up the states at each value of m. So we find in this case,

|01 —la| < < |01+ £y

and that j takes on every integer value between the limits. This makes sense in the vector model.

21.7.4 Two electrons in an atomic P state

If we have two atomic electrons in a P state with no external fields applied, states of definite
total angular momentum will be the energy eigenstates. We will learn later that closed
shells in atoms (or nuclei) have a total angular momentum of zero, allowing us to treat only the
valence electrons. Examples of atoms like this would be Carbon, Silicon, and Germanium.

Our two electrons each have ell =1 (P state) and s = % (electrons). We need to add four angluar
momenta together to get the total.

f=l71+.[72+5?1+§‘2

We wiLl ﬁncl it useful to do Ehis addition in two steps. For 19w Z atoms, it is most useful to add
L1+ Ly =L and S; + S5 = S then to add these results L +.5 = J.

Since the electrons are identical particles and they are in the same radial state, the angular momen-
tum part of the wavefunction must be antisymmetric under interchange. This will limit the allowed
states. So let’s do the spinor arithmetic.

[0 —la] < £ < tl1+0o
¢ = 0,1,2
s = 0,1

These states have a definite symmetry under interchange. Before going on to make the total angular
momentum states, lets note the symmetry of each of the above states. The maximum allowed state
will always need to be symmetric in order to achieve the maximum. The symmetry will alternate as
we go down in the quantum number. So, for example, the £ = 2 and ¢ = 0 states are symmetric, while
the £ = 1 state is antisymmetric. The s = 1 state is symmetric and the s = 0 state is antisymmetric.
The overall symmetry of a state will be a product of the these two symmetries (since when we add ¢
and s to give j we are not adding identical things anymore). The overall state must be antisymmetic
SO we can use:

= 1s=1 ;=012 3Py, 3P, 3Py
= 2 s=0j=2 'D,
= 0s=0;=0 1S,

Each atomic state will have the angular momentum quantum numbers

glu £27 S1, S2, ga S, j7 m.
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Normally we will not bother to include that the spins are one half since that’s always true for
electrons. We will (and must) keep track of the intermediate ¢ and s quantum numbers. As can be
seen above, we need them to identify the states.

In the atomic physics section, we will even deal with more than two electrons outside a closed shell.

21.7.5 The parity of the pion from 7d — nn.

audio

We can determine the internal parity of the pion by studying pion capture by a deuteron,

7+ d — n + n. The pion is known to have spin 0, the deuteron spin 1, and the neutron spin %

The internal parity of the deuteron is +1. The pion is captured by the deuteron from a 1S states,
implying ¢ = 0 in the initial state. So the total angular momentum quantum number of the initial
state is j = 1.
So the parity of the initial state is

(=1)‘P Py = (-1)°P,Py = Py

The parity of the final state is

Therefore,
P, = (-1)"

Because the neutrons are identical fermions, the allowed states of two neutrons are 1.Sg, 3Py 1 2, 1 Do,
3F2,374... The only state with j = 1 is the 3Py state, so £ =1

= P, =-1

21.8 Derivations and Computations

21.8.1 Commutators of Total Spin Operators

»y
Il

S+ 8

[55,8;] =[SV + 82,50 + 5
_ 1) o 1) o2 (2 o) (2 o2
- [Sz 7Sj ]+[Sz aSj ]+[Sz aSj ]+[Sz aS_j ]
= iheiij,il) + 0 + 0 + iheiij,(f) = iﬁeiijk

Q.E.D.
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21.8.2 Using the Lowering Operator to Find Total Spin States

The total spin lowering operator is
S5 =5 453

First lets remind ourselves of what the individual lowering operators do.

1/3 1 -1
SO = h\/§ (§> _ (5) (T)X(—l) — iy

Now we want to identify x11 = X$>Xf>. Lets operate on this equation with S_. First the RHS gives

Sy @ (5<1 )xf)+x$) (552>X<+2>) =h(x9>xf>+x$>x§2))-

Operating on the LHS gives

S_x11 = hy/(1)(2) = (1)(0)x10 = V2hy1o.

So equating the two we have

Voo =1 (XX 1 Px®).

_ 1w X2 <2>)
Xlo—\/i(x X+ X=")-

Now we can lower this state. Lowering the LHS, we get

S_x10 = h/(1)(2) = (0)(=D)x1(—1) = V2hx1,-1.

Lowering the RHS, gives
(2 e (2) _ 1 e (2) e ( _ (ORI
S_\/_(XJFX +x_ ) hﬁ(x 4+ x )—ﬁhx,x,

= X1,-1 = X(l)x(_2)

Therefore we have found 3 s=1 states that work together. They are all symmetric under interchange
of the two particles.

There is one state left over which is orthogonal to the three states we identified. Orthogonal state:

I SONOERNONC)
Xoo—\/g(XJr X-" — X= X+)

We have guessed that this is an s = 0 state since there is only one state and it has m=0. We could
verify this by using the S? operator.
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21.8.3 Applying the S? Operator to x1,, and o-

We wish to verify that the states we have deduced are really eigenstates of the S? operator. We will
really compute this in the most brute force.

52

N 1\ 2 - o
(51+52) =S2452425, -5,
SN = si(s1 + DRAUND + sa(s2 + A2 NP + 254 - Sox P

3
= SN +2(SUSD + s + s ) Dy

Smx-i- =

SO RO
O =
N
7N
O =
~~_
Il
N | St
7N
Il
N | St
T~

Syx+ =

Sex— =

NS NS NS N S

S~ N7 N7 NN
SO RO .
O =
N
7N\
_= O
~~
\

3
S2X+1)XSF2) _ §h2X$)Xf)+

()., (),0),2 ), G,
=[(4),(),-(),),+ 6), ()

3 n?
= D 0 = gy (D2

+

Note that s(s 4+ 1) = 2, so that the 2% is what we expected to get. This confirms that we have an
s=1 state.

Now lets do the xoo state.

S2X00 = (812 + 822 + 251 . gz) X00

(Sl + 55 +2 (S<1 S2 + 55 + sH g )) X0o

(52 +52+25008@ 49 (S<1 S® 4 552 )) X0

3 3
= (4+1—2 >h2XO0+2(Sl)S’(2 +s<152>)xoo
1
= B0 +2 (S0P + 5 sP) ﬁ(x(”x(f’ KN ?)
_ g PP @) @) () ) (1) ()
= X00+2\/—(X Xo =X X2 (xS X — ()i X )
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1
= <XOO ~ o5 (A = XD+ XX - x“’x@))

= 7% (1-1)x00 = 0h’x00

21.8.4 Adding any / plus spin %

We wish to write the states of total angular momentum j in terms of the product states Yz, x+. We
will do this by operating with the J? operator and setting the coefficients so that we have eigenstates.

T i, = 3G+ DA%,

We choose to write the the quantum number m; as m + % This is really just the defintion of the
dummy variable m. (Other choices would have been possible.)

The z component of the total angular momentum is just the sum of the z components from the
orbital and the spin.
mj; =my + ms

There are only two product states which have the right m; = m + % If the spin is up we need Yy,
and if the spin is down, Y (,41)-

"/Jj(qu%) = O‘nmx—i- + ﬁyvl(erl)X—

audio

We will find the coefficients a and 8 so that ¢ will be an eigenstate of

JP=(L+8)?=L*+5%42L.5.+L,S_+L_S,.

So operate on the right hand side with J2.

3 1
JM/)]‘,WH.% = o R |:€(€ + 1)}/lmX+ + Z}/lmx+ + 2m§YlmX+

VA1) = mm + Vi |
+ ﬁT“LQ [f(ﬁ + DY mr1x— + zyemerle +2(m+1) <_71> Yo mt+1X—
VO + 1) — (m+ 1)m\/mylmx+}

And operate on the left hand side.

T2 sy = 30+ D5 s = 50 + DR (0¥im X4+ BYe (mr1)X-)

Since the two terms are orthogonal, we can equate the coefficients for each term, giving us two
equations. The Yy, x4+ term gives

aj(j—|—1)-a<€(€—|—1)+%—|—m> + BV +1) —m(m + 1).
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The Yy(m41)Xx— term gives

ﬁj(j—f—l)zﬁ(ﬂ(@—i—l)—l—%—(m—i—l))+a\/€(€+1)—m(m+1).

Collecting « terms on the LHS and § terms on the RHS, we get two equations.

(+0-tesn-2-m)a — VE—mEEmT s

VI=m)(l+m+1)a

[j(j-i—l)—ﬂ(f—f—l)—%—i—(m—f—l)]ﬁ

Now we just cross multiply so we have one equation with a common factor of af.
. 3 " 3
l—m)(l+m+1)= [j(j—l—l)—((f—i—l)— B —m] [j(j—l—l)—((f—i—l)— Z—l—(m—i—l)]

While this equation looks like a mess to solve, if we notice the similarity between the LHS and RHS,
we can solve it if

ﬂzj(j+1)—£(€+1)—%

If we look a little more carefully at the LHS, we can see that another solution (which just interchanges
the two terms in parentheses) is to replace £ by —¢ — 1.

3
— = 1=+ 1) 1) -

These are now simple to solve
. 3 . 1
j(]+1):€(€+1)+€+11> ]:€—|—§
1

3
JGHD) =L+ ) —b—1+ 7= j=l—3

So these are (again) the two possible values for j. We now need to go ahead and find o and .

Plugging j = ¢+ % into our first equation,

(C—=m)a=+/(l—m)l+m+1)

we get the ratio between 8 and a. We will normalize the wave function by setting o® + 52 = 1. So
lets get the squares.

52: (g_m)Q o = (£ —m) o
l—m)(l+m+1) L+m+1)
f+m+14+€—m
2 2 _ 2 _
rf=1= tamr1 v 71

{+m+1
a=\——
20+ 1

ﬁ\/ {—m €+m+1\/€—m
SVl +m+1 204+1 V241
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So we have completed the calculation of the coefficients. We will make use of these in the hydrogen
atom, particularly for the anomalous Zeeman effect.

Writing this in the notation of matrix elements or Clebsch-Gordan coefficients of the form,

(jm;ls|tmesmy)

we get.
audio
() (s ot) - o- T
((3) (mez) ooz = o= 5
() el -
<(£+%) (m+%)€%‘€(m+1)%%> ~ 0
Similarly

<<€—%> <m+%>e%}é(m+1)%;> _ _\/%

21.8.5 Counting the States for |[¢1 — {5 < j < {1 + lo.

If we add £; to {3 there are (2¢1 + 1)(2¢3 + 1) product states. Lets add up the number of states of
total £. To keep things simple we assume we ordered things so ¢1 > /5.

l1+4o 205 202
S @A) =D 2l +n)+1) =20+ 1)(20 -2 +1)+2> n
=010 n=0 n=0

= (2[2 +1)(200 — 202+ 1) + (2[2 +1)(26,) = (2[2 +1)(26, + 1)

This is what we expect.

21.9 Homework Problems

1. Find the allowed total spin states of two spin 1 particles. Explicitly write out the 9 states
which are eigenfunctions of S? and S,.

BS;-Ss + C(51:4S52z)
h2 h

2. The Hamiltonian of a spin system is given by H = A+ . Find the eigenvalues
and eigenfunctions of the system of two particles (a) when both particles have spin %, (b) when
one particle has spin % and the other spin 1. What happens in (a) when the two particles are
identical?
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Consider a system of two spinless identical particles. Show that the orbital angular momentum
of their relative motion can only be even. (I = 0,2,4,...) Show by direct calculation that, for
the triplet spin states of two spin % particles, g1 - 0aX1m = X1m for all allowed m. Show that
for the singlet state o1 - 2 x00 = —3X00-

A deuteron has spin 1. What are the possible spin and total angular momentum states of two
deuterons. Include orbital angular momentum and assume the two particles are identical.

The state of an electron is given by ¢ = R(r)[\/gylo(ﬁ,(b))g_ + \/§Y11(9,¢)x_]. Find the

possible values and the probabilities of the z component of the electron’s total angular mo-
mentum. Do the same for the total angular momentum squared. What is the probability
density for finding an electron with spin up at r,6,¢? What is it for spin down? What is
the probability density independent of spin? (Do not leave your answer in terms of spherical
harmonics.)

The n = 2 states of hydrogen have an 8-fold degeneracy due to the various [ and m states
allowed and the two spin states of the electron. The spin orbit interaction partially breaks
2 - -
the degeneracy by adding a term to the Hamiltonian H; = —Ac [ .S. Use first order
2m2c3r
perturbation theory to find how the degeneracy is broken under the full Hamiltonian and

write the approximate energy eigenstates in terms of Ry, Yim,, and y4.

The nucleus of a deuterium (A=2 isotope of H) atom is found to have spin 1. With a neutral
atom, we have three angular momenta to add, the nuclear spin, the electron spin, and the
orbital angular momentum. Define J =L+ S in the usual way and F = J+ 1 where I denotes
the nuclear spin operator. What are the possible quantum numbers j and f for an atom in
the ground state? What are the possible quantum numbers for an atom in the 2p state?

21.10 Sample Test Problems

1.

4.

Two identical spin % particles are bound together into a state with total angular momentum
I. a) What are the allowed states of total spin for [ = 0 and for [ = 17 b) List the allowed
states using spectroscopic notation for [ =0 and 1. (***1L;)

A hydrogen atom is in the state ¥ = R43Y30xs. A combined measurement of of J? and of
J. is made. What are the possible outcomes of this combined measurement and what are the
probabilities of each? You may ignore nuclear spin in this problem.

We want to find the eigenstates of total 52 and S, for two spin 1 particles which have an S; - S5
interaction. (S = S1 + S2)
(a) What are the allowed values of s, the total spin quantum number.

(b) Write down the states of maximum my for the maximum s state. Use |sm;) notation and
|simq)|sems) for the product states.

(c) Now apply the lowering operator to get the other mg states. You only need to go down
to ms = 0 because of the obvious symmetry.

(d) Now find the states with the other values of s in a similar way.
Two (identical) electrons are bound in a Helium atom. What are the allowed states |jlslilz2)

if both electrons have principal quantum number n = 17 What are the states if one has n =1
and the other n = 27
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11.
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. . 1572
A hydrogen atom is in an eigenstate (¢) of J?, L? and of J, such that J%y = L2h%y,

L% = 6h%, J.p = —%hw, and of course the electron’s spin is % Determine the quantum
numbers of this state as well as you can. If a measurement of L, is made, what are the possible

outcomes and what are the probabilities of each.

A hydrogen atom is in the state ¥ = R32Ya1x—. If a measurement of J2 and of J, is made,
what are the possible outcomes of this measurement and what are the probabilities for each
outcome? If a measurement of the energy of the state is made, what are the possible energies
and the probabilities of each? You may ignore the nuclear spin in this problem.

Two identical spin 1 particles are bound together into a state with orbital angular momentum
I. What are the allowed states of total spin (s) for [ = 2, for [ = 1, and for [ = 0? List all
the allowed states giving, for each state, the values of the quantum numbers for total angular
momentum (j), orbital angular momentum (I) and spin angular momentum (s) if [ is 2 or less.
You need not list all the different m; values.

List all the allowed states of total spin and total z-component of spin for 2 identical spin 1
particles. What ¢ values are allowed for each of these states? Explicitly write down the (2s+1)
states for the highest s in terms of Xsrl), xf), xgl), ng), x(,l), and X(,Q).

Two different spin % particles have a Hamiltonian given by H = Ey + 5_142‘5;1 S_’; + % (S12+ S22).
Find the allowed energies and the energy eigenstates in terms of the four basis states | + +),
[+ =) [ =), and | - —).

A spin 1 particle is in an ¢ = 2 state. Find the allowed values of the total angular momentum
quantum number, j. Write out the |j,m;) states for the largest allowed j value, in terms of
the |my, ms) basis. (That is give one state for every m; value.) If the particle is prepared in
the state |m; = 0, m, = 0), what is the probability to measure J2 = 12527

Two different spin % particles have a Hamiltonian given by H = Ey + AS;; . S_'; + B(S1: + Sa22).

Find the allowed energies and the energy eigenstates in terms of the four product states

SENCINCNCINON W UNC)
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22 Time Independent Perturbation Theory

Perturbation Theory is developed to deal with small corrections to problems which we have
solved exactly, like the harmonic oscillator and the hydrogen atom. We will make a series expansion
of the energies and eigenstates for cases where there is only a small correction to the exactly soluble
problem.

First order perturbation theory will give quite accurate answers if the energy shifts calculated are
(nonzero and) much smaller than the zeroth order energy differences between eigenstates. If the
first order correction is zero, we will go to second order. If the eigenstates are (nearly) degenerate
to zeroth order, we will diagonalize the full Hamiltonian using only the (nearly) degenerate states.

Cases in which the Hamiltonian is time dependent will be handled later.

This material is covered in Gasiorowicz Chapter 16, in Cohen-Tannoudji et al. Chapter XI,
and in Griffiths Chapters 6 and 7.

22.1 The Perturbation Series

Assume that the energy eigenvalue problem for the Hamiltonian H, can be solved exactly
Hogn = B ¢y
but that the true Hamiltonian has a small additional term or perturbation Hj.

H=Hy+ H

The Schrodinger equation for the full problem is

(HO + Hl)'@[]n = nwn

Presumably this full problem, like most problems, cannot be solved exactly. To solve it using a
perturbation series, we will expand both our energy eigenvalues and eigenstates in powers of the
small perturbation.

E, = EO4+ED 4+ E® 4 |

1/171 = N an + Z an¢k
k#n
Cnk = cillk) + cfk) + ...

where the superscript (0), (1), (2) are the zeroth, first, and second order terms in the series. N is
there to keep the wave function normalized but will not play an important role in our results.

By solving the Schrodinger equation at each order of the perturbation series, we compute the
corrections to the energies and eigenfunctions. (see section 22.4.1)

EV = (¢n|Hi|dn)
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L (9lHil¢n)
nk T E(O) _ E(O)
H|¢ |2
@ = Y leehionl (dk|Hildn)|® ¢k| 1¢n
k#n n

audio

(1)

So the first order correction to the energy of the nt" eigenstate, E, ’, is just the expectation

value of the perturbation in the unperturbed state. The first order admixture of ¢ in ¥, c,(zl,g,
depends on a matrix element and the energy difference between states. The second order correc-
tion to the energy, E( ) , has a similar dependence. Note that the higher order corrections may

not be small if states are nearby in energy.

The application of the first order perturbation equations is quite simple in principal. The actual
calculation of the matrix elements depends greatly on the problem being solved.

* See Example 22.3.1: 1.0, with anharmonic perturbation (az*).*

Sometimes the first order correction to the energy is zero. Then we will need to use the second order

term Eff) to estimate the correction. This is true when we apply an electric field to a hydrogen
atom.

* See Example 22.3.2: Hydrogen Atom in a E-field, the Stark Effect.®

We will exercise the use of perturbation theory in section 23 when we compute the fine structure,
and other effects in Hydrogen.

22.2 Degenerate State Perturbation Theory

The perturbation expansion has a problem for states very close in energy. The energy difference
in the denominators goes to zero and the corrections are no longer small. The series does not
converge. We can very effectively solve this problem by treating all the (nearly) degenerate
states like we did ¢,, in the regular perturbation expansion. That is, the zeroth order state will be
allowed to be an arbitrary linear combination of the degenerate states and the eigenvalue problem
will be solved.

Assume that two or more states are (nearly) degenerate. Define A to be the set of those nearly
degenerate states. Choose a set of basis state in A/ which are orthonormal

(760 =
where i and j are in the set A/. We will use the indices ¢ and j to label the states in A/

By looking at the zeroth and first order terms in the Schrédinger equation and dotting it into one of
the degenerate states ¢U), we derive (see section 22.4.2) the energy equation for first order (nearly)
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degenerate state perturbation theory

> (09 Ho + Hi|¢W)a; = Eay,

ieN
This is an eigenvalue equation with as many solutions as there are degnerate states in our set. audio
We recognize this as simply the (matrix) energy eigenvalue equation limited the list of degenerate
states. We solve the equation to get the energy eigenvalues and energy eigenstates, correct to first

order.

Written as a matrix, the equation is

H11 H12 Hln (651 (651
H21 H22 Hzn (65 - E (65
Hnl Hng Hnn (679 (679

where H; = (¢U)|Hy + Hy|¢") is the matrix element of the full Hamiltonian. If there are n nearly
degenerate states, there are n solutions to this equation.

The Stark effect for the (principle quantum number) n=2 states of hydrogen requires the use of
degenerate state perturbation theory since there are four states with (nearly) the same energies. For
our first calculation, we will ignore the hydrogen fine structure and assume that the four states are
exactly degenerate, each with unperturbed energy of Ey. That is Hyp2¢pm = Eod2em- The degenerate

states ¢200, P211, P210, and gay(_1)-

* See Example 22.3.3: *

The perturbation due to an electric field in the z direction is H; = +e£z. The linear combinations
that are found to diagonalize the full Hamiltonian in the subspace of degenerate states are: ¢o11,
$21(—1) and % (200 £ B210) with energies of Es, Es, and Es F 3efayp.

22.3 Examples
22.3.1 H.O. with anharmonic perturbation (az*).

We add an anharmonic perturbation to the Harmonic Oscillator problem.
H, = ax?

Since this is a symmetric perturbation we expect that it will give a nonzero result in first order
perturbation theory. First, write x in terms of A and A and compute the expectation value as we

have done before.
2

ah
ABD = afnlatin) = g (nl(A + AT)|n)
2
T “—Z S(n|(AAATAT + AATAAT + AATATA + ATAAAT + ATAATA + ATATAA)|n)
mew
ah?
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22.3.2 Hydrogen Atom Ground State in a E-field, the Stark Effect.

We have solved the Hydrogen problem with the following Hamiltonian.

2 Z2
Ho:p___e
21 r

Now we want to find the correction to that solution if an Electric field is applied to the atom.
We choose the axes so that the Electric field is in the z direction. The perturbtion is then.

Hi = ez

It is typically a small perturbation. For non-degenerate states, the first order correction to the
energy is zero because the expectation value of z is an odd function.

We therefore need to calculate the second order correction. This involves a sum over all the
other states.

2
E%) 202 Z [{@nim|2]0100)]

0o=¢ 0 0
nlm=#100 E§ )~ Ef(l )

We need to compute all the matrix elements of z between the ground state and the other Hydrogen
states.

(Onim|2|d100) = /dBTRZz(TCOS@RloYl*mYOO

We can do the angular integral by converting the cosf term into a spherical harmonic.

1 47
Yoo cos) = ——/ —Y;
00 \/EV 3 110

The we can just use the orthonormality of the spherical harmonics to do the angular integral, leaving
us with a radial integral to do.

1
(Onim|2]d100) = %/ngTRZlRlo/dQern}/lO

0¢10mo / 3
= r° R Rqodr
\/g nl4t10

The radial part of the integral can be done with some work, yielding.

12807 (n — 1)*"7°
|{Gniml 2l d100)|* = 3 (—i— 1)271)-1-5 agdeodm0 = f(n)agdendmo
n

We put this back into the sum. The Kronecker deltas eliminate the sums over £ and m. We write
the energy denominators in terms of the Bohr radius.

o 2
B _ 22N~ _fM)ag
w0 = € —e2 2

n=2 2ag 2aon?2
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s 2f()
= aoc‘:; 1+

= —2a3&? Z Z f_( 1)

n=2

This is all a little dissatisfying because we had to insert the general formula for the radial integral
and it just goes into a nasty sum. In fact, we could just start with the first few states to get a good
idea of the size of the effect. The result comes out to be.

B = —243£%(0.744 0.10 +...) = —2.2543&>

The first two terms of the sum get us pretty close to the right answer. We could have just done
those radial integrals.

Now we compute d, the electric dipole moment of the atom which is induced by the electric field.

IAE
d=— = 4(1.125)a3¢
2z = 4(1.125)qp

The dipole moment is proportional to the Electric field, indicating that it is induced. The E field
induces the dipole moment, then the dipole moment interacts with the E field causing a energy shift.
This indicates why the energy shift is second order.

22.3.3 The Stark Effect for n=2 Hydrogen.

The Stark effect for the n=2 states of hydrogen requires the use of degenerate state perturbation
theory since there are four states with (nearly) the same energies. For our first calculation, we will
ignore the hydrogen fine structure and assume that the four states are exactly degenerate, each with
unperturbed energy of Fy. That is Ho¢opn = Eopaem. The degenerate states ¢ogg, P11, ¢210, and

Ga1(-1)

The perturbation due to an electric field in the z direction is H;y = 4ef£z. So our first order
degenerate state perturbation theory equation is

Zai <¢(j) |Ho + e€z| ¢(i)> = (Eo + E(l))aj

2

This is esentially a 4X4 matrix eigenvalue equation. There are 4 eigenvalues (Ey+E (1)), distinguished
by the index n.

Because of the exact degeneracy (HO(;S(j ) = EyoU )), Hjy and Ej can be eliminated from the equation.
Zai (Eodij + < W |e€z| ¢(i)>) = (BEo+EW)ay
Epa; + Z <¢(j) le€z] ¢(i)> = Eya; +EWaq;

<¢(j)|egz|¢(i)> = EWq,
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This is just the eigenvalue equation for H; which we can write out in (pseudo)matrix form

aq aq
« «
Hl 2 — E(l) 2
a3 as
Qq Qy

Now, in fact, most of the matrix elements of H; are zero. We will show that because [L,,z] = 0,
that all the matrix elements between states of unequal m are zero. Another way of saying this is
that the operator z doesn’t “change” m. Here is a little proof.

(Yim [[Lz, 2]| Vi) = 0 = (m — m") (Yin |2 Yirr )

This implies that (Y, |2| Yirm/) = 0 unless m = m/.

Lets define the one remaining nonzero (real) matrix element to be 7.

v = €€ (b200 |2| P210)
The equation (labeled with the basis states to define the order) is.

¢200 /0 0 v O a a
¢211 (0 0 0 O az | _ po) | @2
210 |7 0 O O ag as
¢21-1 \O 0 0 O oy o

We can see by inspection that the eigenfunctions of this operator are ¢211, 211, and % (d200 £ P210)
with eigenvalues (of Hy) of 0, 0, and +~.

What remains is to compute v. Recall Yyg = \/% and Yig = % cos 0.
_ _ 1
v = 65/ (2a0) 3/29 <1 — 2La0) e~ T/2%0Y 02 (2a0) 3/2 % <aLO) e /20y, dPr

- s L [ (o 7\ (- fr/ao/ 1
= 2e€(2ap) \/g/rdr 1 Sas " e \/Ecosﬂflodﬂ

1 1 oo [yt o
— 2eE(2) P — — L e r/aog
r @ o [ (G aag)

& i 1 [
. & / e ?dr — —/ 2Pe % dx
12 0 2 Jo

_ ape€ 4'3'2.1_5-4-3-2-1
12 2
ape€

= -36

= —3efay = EW = 13e€aq
This is first order in the electric field, as we would expect in first order (degenerate) perturbation

theory.

If the states are not exactly degenerate, we have to leave in the diagonal terms of Hy. Assume that
the energies of the two (mixed) states are Ey + A, where A comes from some other perturbation,
like the hydrogen fine structure. (The ¢211 and ¢o1(_1) are still not mixed by the electric field.)

EO — A ")/ (5] _ E a1
Y EO + A a9 [6%)
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FE=FE+ ’72+A2

This is OK in both limits, A > ~, and 7 > A. It is also correct when the two corrections are of the
same order.

22.4 Derivations and Computations
22.4.1 Derivation of 1st and 2nd Order Perturbation Equations

To keep track of powers of the perturbation in this derivation we will make the substitution H; —
AH; where )\ is assumed to be a small parameter in which we are making the series expansion of our
energy eigenvalues and eigenstates. It is there to do the book-keeping correctly and can go away at
the end of the derivations.

To solve the problem using a perturbation series, we will expand both our energy eigenvalues and
eigenstates in powers of \.

E, = EY +XED +NEP + ..
Un = N[ 6n+D car(Men

k#n
(N = At 4228 4

The full Schrodinger equation is

(Ho+MH1) | 6n + Y can(Néx | = (BEQ + AEN + NXEP + ) [ ¢n + Y can(Nx
k#n k#n

where the N () has been factored out on both sides. For this equation to hold as we vary A, it must
hold for each power of A\. We will investigate the first three terms.

X | Hop, = BV 6,
AL | AH b + Ho\ e o = AEN g, + 2B Z L on

X2 | Hy 3 A2 ¢k+/\le)\c 0>ZA2 2, +/\E1)2/\c1)¢ +XEP s,
k#n k#n

The zero order term is just the solution to the unperturbed problem so there is no new information
there. The other two terms contain linear combinations of the orthonormal functions ¢;. This means
we can dot the equations into each of the ¢; to get information, much like getting the components
of a vector individually. Since ¢,, is treated separately in this analysis, we will dot the equation into
¢y and separately into all the other functions ¢y.

The first order equation dotted into ¢, yields

(Sn|NH1|¢n) = AELY
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and dotted into ¢y yields
(SkAH: |60) + BV M) = B2,

From these it is simple to derive the first order corrections

>‘E7(11) = <¢n|/\H1|¢n>

e — (P AH1|0n)
nk E(O) _ E(O)
n k

The second order equation projected on ¢,, yields

ST (bl A1 |61) = NES.
k#n

We will not need the projection on ¢y, but could proceed with it to get the second order correction to
the wave function, if that were needed. Solving for the second order correction to the energy

€]

and substituting for ¢, , we have

k#n E(O E(O

The normalization factor N(\) played no role in the solutions to the Schrédinger equation since
that equation is independent of normalization. We do need to go back and check whether the first
order corrected wavefunction needs normalization.

oz = (fn + z A bkl b + z A er) =1+ z 22|12
N(A) = E 22l

The correction is of order A\? and can be neglected at this level of approximation.

These results are rewritten with all the A removed in section 22.1.

22.4.2 Derivation of 1st Order Degenerate Perturbation Equations

To deal with the problem of degenerate states, we will allow an arbitrary linear combination of
those states at zeroth order. In the following equation, the sum over 7 is the sum over all the states
degenerate with ¢, and the sum over k runs over all the other states.

Un =N | Y i + 3 aellon + .

iEN kEN

where A is the set of zeroth order states which are (nearly) degenerate with ¢,. We will only go
to first order in this derivation and we will use A as in the previous derivation to keep track of the
order in the perturbation.
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The full Schrodinger equation is.

(Ho+AH1) | Y it + > cneWer | = (B + AED + ) [ Y id™ + > can(N o

iEN kgN iEN kgN

If we keep the zeroth and first order terms, we have

(Ho+AH1) > aid + Ho Y Ao = (BQ + AED) Y a0 + ED 37 Acl) oy
iEN kEN iEN kN

Projecting this onto one of the degenerate states ¢\7), we get

> (6D Hy + AH[¢)a; = (B + AEM)a;.
1EN

By putting both terms together, our calculation gives us the full energy to first order, not just the
correction. It is useful both for degenerate states and for nearly degenerate states. The result may
be simplified to

> (6D |H|¢D)a; = Eay.
iEN

This is just the standard eigenvalue problem for the full Hamiltonian in the subspace of (nearly)
degenerate states.

22.5 Homework Problems

1.

An electron is bound in a harmonic oscillator potential V) = %mwsz. Small electric fields in
the x direction are applied to the system. Find the lowest order nonzero shifts in the energies
of the ground state and the first excited state if a constant field F; is applied. Find the same
shifts if a field B2 is applied.

. A particle is in a box from —a to a in one dimension. A small additional potential V; =

Acos(57) is applied. Calculate the energies of the first and second excited states in this new

potential.

The proton in the hydrogen nucleus is not really a point particle like the electron is. It has
a complicated structure, but, a good approximation to its charge distribution is a uniform
charge density over a sphere of radius 0.5 fermis. Calculate the effect of this potential change
for the energy of the ground state of hydrogen. Calculate the effect for the n = 2 states.

. Consider a two dimensional harmonic oscillator problem described by the Hamiltonian Hy =

2 2
% + %mw2 (22 + y?). Calculate the energy shifts of the ground state and the degenerate
first excited states, to first order, if the additional potential V' = 2A\zy is applied. Now solve
the problem exactly. Compare the exact result for the ground state to that from second order

perturbation theory.

Prove that Y (E,, — E,)|(n|z|a)|* = % by starting from the expectation value of the commu-
n

tator [p, ] in the state a and summing over all energy eigenstates. Assume p = m39Z and write

dt
% in terms of the commutator [H, z] to get the result.
If the general form of the spin-orbit coupling for a particle of mass m and spin S moving in a
potential V(r) is Hso = ﬁL S % d‘;y), what is the effect of that coupling on the spectrum
of a three dimensional harmonic oscillator? Compute the relativistic correction for the ground

state of the three dimensional harmonic oscillator.
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22.6 Sample Test Problems

1. Assume an electron is bound to a heavy positive particle with a harmonic potential V (z) =
%mw%? Calculate the energy shifts to all the energy eigenstates in an electric field E (in the

z direction).

2. Find the energies of the n = 2 hydrogen states in a strong uniform electric field in the z-
direction. (Note, since spin plays no role here there are just 4 degenerate states. Ignore the
fine structure corrections to the energy since the E-field is strong. Remember to use the fact
that [L.,z] = 0. If you are pressed for time, don’t bother to evaluate the radial integrals.)

3. An electron is in a three dimensional harmonic oscillator potential V (r) = 2mw?r?. A small

electric field, of strength F,, is applied in the z direction. Calculate the lowest order nonzero
correction to the ground state energy.

4. Hydrogen atoms in the n = 2 state are put in a strong Electric field. Assume that the 2s and
2p states of Hydrogen are degenerate and spin is not important. Under these assumptions,
there are 4 states: the 2s and three 2p states. Calculate the shifts in energy due to the E-field
and give the states that have those energies. Please work out the problem in principle before
attempting any integrals.
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23 Fine Structure in Hydrogen

In this section, we will calculate the fine structure corrections to the Hydrogen spectrum. Some of
the degeneracy will be broken. Since the Hydrogen problem still has spherical symmetry, states of
definite total angular momentum will be the energy eigenstates.

We will break the spherical symmetry by applying a weak magnetic field, further breaking the
degeneracy of the energy eigenstates. The effect of a weak magnetic field is known as the anomalous
Zeeman effect, because it was hard to understand at the time it was first measured. It will not be
anomalous for us.

We will use many of the tools of the last three sections to make our calculations. Nevertheless, a
few of the correction terms we use will not be fully derived here.

This material is covered in Gasiorowicz Chapter 17, in Cohen-Tannoudji et al. Chapter
XII, and in Griffiths 6.3 and 6.4.

23.1 Hydrogen Fine Structure

The basic hydrogen problem we have solved has the following Hamiltonian.

2 Z2
Ho:p___e
2u r

To this simple Coulomb problem, we will add several corrections:

1. The relativistic correction to the electron’s kinetic energy.
2. The Spin-Orbit correction.

3. The “Darwin Term” correction to s states from Dirac eq.

=~

. The ((anomalouus) Zeeman) effect of an external magnetic field.

Correction (1) comes from relativity. The electron’s velocity in hydrogen is of order «e. It is not
very relativistic but a small correction is in order. By calculating (see section 23.4.1) the next
order relativistic correction to the kinetic energy we find the additional term in the Hamiltonian

1 p

Hi = S 8mie?’

Our energy eigenstates are not eigenfunctions of this operator so we will have to treat it as a
perturbation.

We can estimate the size of this correction compared to the Hydrogen binding energy by taking

the ratio to the Hydrogen kinetic energy. (Remember that, in the hydrogen ground state, <%> =
2.2

—E = 1a’mc?.)
A S S )

1
8m3c2 ~ 2m  4m2c2  2me2 4

042



337

Like all the fine structure corrections, this is down by a factor of order a? from the Hydrogen binding
energy.

The second term, due to Spin-Orbit interactions, is harder to derive correctly. We understand
the basis for this term. The magnetic moment from the electron’s spin interacts with the B field
produced by the current seen in the electron’s rest frame from the circulating proton.

—

Hy = _ﬁe -B
We can derive (see section 23.4.2) B from a Lorentz transformation of the E field of a static proton
(We must also add in the Thomas Precession which we will not try to understand here).

1 ge? - -
T 29m2¢2r3

This will be of the same order as the relativistic correction.

Hy

Now we compute (see section 23.4.3) the relativity correction in first order perturbation theory .

(0)?

+2mc2 _E—i—%

The result depends on ¢ and n, but not on my or j. This means that we could use either the
Ynjm;es OF the Ypem,sm, to calculate the effect of Hy. We will need to use the ¥ m s to add in the
spin-orbit.

The first order perturbation energy shift from the spin orbit correction is calculated (see
section 23.4.4) for the states of definite j.

ge2h? 1
4m2¢c2 2

<¢nlm |H2|¢nlm> = [j(]-i-l)—f(f—i—l) —3(5+1)] <7~i3>
nlm

2/ 2mc? ﬁ j=0—

2 n
_ (g) EY o | GHHEFD) Jj= £+%
2
Actually, the L - S term should give 0 for £ = 0! In the above calculation there is an % factor which
makes the result for £ = 0 undefined. There is an additional Dirac Equation contribution called

the “Darwin term” (see section 23.4.5) which is important for £ = 0 and surprisingly makes the
above calculation right, even for ¢ = 0!

We will now add these three fine structure corrections together for states of definite j. We start
with a formula which has slightly different forms for j = ¢+ %

(0)2 An 12n (+)
Brijim,ts = E7(10) 4 Lm 3_ . +{ (z+5)2(i+1) }
IRIG=I N
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2 2
E(O) 4$ -
. — g0) n J
En]mjgs =E, + 22 3—n 7 12
We can write (¢ + 1) as (j + 3 F 3), so that
2 .
TR 4iv2F2 _, G+5F3)
(+3  (+30+3%F3)

G+2F2)0+3)
and we get a nice cancellation giving us a simple formula.

_ g BEY? an
Enlm - En + 2mc? "3— 7?7——‘

This is independent of ¢ so the states of different total angular momentum split in energy but there
is still a good deal of degeneracy.

n=2

add B-field
,/add Darwin
“ < ' + spin-orbit
\ 1/2 /

!
)

add relativity

We have calculated the fine structure effects in Hydrogen. There are, of course, other, smaller

corrections to the energies. A correction from field theory, the Lamb Shift, causes states of different
¢ to shift apart slightly. Nevertheless, the states of definite total angular momentum are the energy
eigenstates until we somehow break spherical symmetry.
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23.2 Hydrogen Atom in a Weak Magnetic Field

One way to break the spherical symmetry is to apply an external B field. Lets assume that the field
is weak enough that the energy shifts due to it are smaller than the fine structure corrections. Our
Hamiltonian can now be written as H = Hy + (H1 + H2) + Hs, where Hy = % — ZTez is the normal
Hydrogen problem, H; 4+ Hs is the fine structure correction, and

is the term due to the weak magnetic field.

We now run into a problem because H; + H; picks eigenstates of J2 and J, while H3 picks eigenstates
of L, and S,. In the weak field limit, we can do perturbation theory using the states of definite j.
A direct calculation (see section 23.4.6) of the Anomalous Zeeman Effect gives the energy shifts
in a weak B field.

AE = (nim, | £ (L +252) [ Gnejm,) = £Lm; (14 747)

This is the correction, due to a weak magnetic field, which we should add to the fine structure
energies.

1 1 a? 1 3
Epjmes = —=za®mcé® | 5 + — | — — —
gm;t g me <n2+n3 [j—i—% 4n]>

Thus, in a weak field, the the degeneracy is completely broken for the states 1,,j,,¢s. All
the states can be detected spectroscopically.
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n=2

add B-field
‘add Darwin

“ < ' + spin-orbit
! 1/2 /

!
)

add relativity

The factor (1 + T1+1

) is known as the Lande g Factor because the state splits as if it had this
gyromagnetic ratio. We know that it is in fact a combination of the orbital and spin g factors in a
state of definite j.

In the strong field limit we could use states of definite m, and mg and calculate the effects of the

fine structure, H; + Hs, as a correction. We will not calculate this here. If the field is very strong,
we can neglect the fine structure entirely. Then the calculation is easy.

Bh
E=E’+ e—(mg+2ms)
2mce

In this limit, the field has partially removed the degeneracy in my; and mg, but not £. For example,
the energies of all these n = 3 states are the same.

=2 mg=0 mg=

/=1 ngO

SIS

ms =
=2 mp=2 mg=

1
2
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23.3 Examples
23.4 Derivations and Computations

23.4.1 The Relativistic Correction

Moving from the non-relativistic formula for the energy of an electron to the relativistic formula we
make the change

p? 12 P22 1/2
me® + =& — (p202 + m204) = mc? (1 + = 4> .
m m2c

Taylor expanding the square root around p? = 0, we find

22 4.4 2 4
22 2 4\1/2 2, 1lpe 1 p*c 2, P p
¢’ +m-c =mc* + = - 4. —

(p ) 2mec2  8m3cS 2m  8m3c?

2
So we have our next order correction term. Notice that 2 was just the lowest order correction to

m62 .

What about the “reduced mass problem”? The proton is very non-relativistic so only the electron
term is important and the reduced mass is very close to the electron mass. We can therefore neglect
the small correction to the small correction and use

1 p
Hi = C8mie?’

23.4.2 The Spin-Orbit Correction

We calculate the classical Hamiltonian for the spin-orbit interaction which we will later apply as a
perturbation. The B field from the proton in the electron’s rest frame is

o g
Therefore the correction is ge ge .
Hy = S-B=— S-TxE
27 9me 2mc? v
ge L =
SmZc S-px Vo
¢ only depends on r = V¢ = fd_f = ;%
ge g - ldo —ge = =1d¢
Hy = S.-pxr=— = L
2T 22 P e T e r dr
do e
0= r dr 12
1 982
H, — =
27 22m2e3
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Note that this was just a classical calculation which we will apply to quantum states later. It is
correct for the EM forces, but, the electron is actually in a rotating system which gives an additional
L- S term (not from the B field!). This term is 1/2 the size and of opposite sign. We have already
included this factor of 2 in the answer given above.

Recall that )
H20<E-§:§ [J2 - L7 - §7]

and we will therefore want to work with states of definite j, ¢, and s.

23.4.3 Perturbation Calculation for Relativistic Energy Shift

4 2
Rewriting Hy = —%mﬂeﬁ as H| = —ﬁ (%) we calculate the energy shift for a state 1., jm¢s-
While there is no spin involved here, we will need to use these states for the spin-orbit interaction
2
1 p?
<wnjmj€s |H1| wnjmj€s> = _W <wnjmj€s (%) "/Jnjmjfs>

1 e? 2
“ome2 <1/Jnjmjes (Ho + 7)

wnjmj€s>

1 , €2 e? et
= _W 1/}njmjfs HO + 7H0 + HO? + ﬁ 1/}njmjls
1 e2
= _2m02 |:Er27,+ <¢njmjfs 7 H01/}njmjfs>
62
+<H01/}njmjls 7 1/}njmjls>
64
+<1/}njmjls T_2 wnjmjfs>:|

1 1 1
- gafaene () (3
2mce T/, Ll

where we can use some of our previous results.

E, = ——« ch/n =

T
S|
\/
I
7 N
Q
% —
o
N———

1 —1a2me? 2 —La2me? e? et
njm ;s H njm;{s = - . 2 :
(Vngmyes |H1| Ynjm;es) 22 ( n2 ) + ( n2 ) agn? + agn3(0 + %)
1 2 4n
2me? " T +3
= +E7(10) 3 in
2mc? 5-1—%
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Since this does not depend on either my or j, total j states and the product states give the same
answer. We will choose to use the total j states, ¥njm,es, S0 that we can combine this correction
with the spin-orbit correction.

23.4.4 Perturbation Calculation for H2 Energy Shift

We now calculate the expectation value of Hy. We will immediately use the fact that j = ¢ &+ %

—-_n

2006+3%)

2p* 1 1
<¢njmj55|H2|1/’nijS> = %2[ (J+1)=L(l+1)—s(s+1)] <T3> l
o gen? 1 3] 1 1
= i3 {(zi )(£+1i2)—£(6+1)—ﬂa—8(n3€( %)(€+1)>
_ h 2 Loy 3L
= —-E,—5 ey {f +€j:€j: +4 -0 }(nf(ﬂ—i—%)((—i—l))
- ) (5 g [ e
- 2/ \2me? ) ma2n? | —(+1) (o L+ $+1)
g h2am?2c? 14 ) n
- 5) 2m02) mh*n? [—(6 + 1)}(_) m

(
5 7

Note that in the above equation, we have canceled a term % which is not defined for £ = 0. We will
return to this later.

THE j=Ll+3
1
J= 2

23.4.5 The Darwin Term

We get a correction at the origin from the Dirac equation.

232
me‘h

Hp = ——=8(F

b 2m2c? (™)

When we take the expectation value of this, we get the probability for the electron and proton to
be at the same point.

neh?

(| Hp|v) = 5= [b(0)’

3/2
Nmmwm):Oﬁm€>OamhM®::J+2C£J for £ = 0, so

Vam nao
(Hp) 4e*h? e?h?am?c? 2nE?
D = = =
m00 7 8n3adm2e? T 2nBagm2c2h? T mc?

This is the same as £ = 0 term that we got for the spin orbit correction. This actually replaces the
¢ =0 term in the spin-orbit correction (which should be zero) making the formula correct!
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23.4.6 The Anomalous Zeeman Effect

We compute the energy change due to a weak magnetic field using first order Perturbation Theory.

<wn€jm]~ wnfjmj>

(L, +2S,)=J.+5.

eB

(L, +28S.)

2mec

The J, part is easy since we are in eigenstates of that operator.

eB
<wn€jmj wnfjmj> = —hmj

2mce
The S, is harder since we are not in eigenstates of that one. We need <¢ngjmj ‘;—%Sz‘ Ynejm; >, but
we don’t know how S, acts on these. So, we must write |z/1njmjgs> in terms of |Ynem,sm. )-

<U)njlmj 1/}njfmj>

eB

- 2me (mjh + <w"ﬂm;‘ |S.] z/’njémj»

eB

—— ],
2me

eB

EM
" 2me

(J. + S,)

We already know how to write in terms of these states of definite my and m.

Unerbyem+d) = YemXt + BYemin)X -
Vne—Lyemsdy = BYemXy — a¥ymy1)X—
f4+m+1
a = \—
20 +1
{—m
s o= 20+ 1

Let’s do the j = ¢+ % state first.

(Unjem, 1S Ynjem;) = <0<Ye<mj—%>><+ + BY(m+- )X |92] ¥ gm, 1) X+ +5Ye<mj+%>><—>
1 2 2
= 55 (a -p )m:mj_%
For j =0— %,
1
<¢nj€mj |Sz| wnjfmj> = §h (62 - a2)

—m— L
m=m;—3

We can combine the two formulas for j = ¢ + %

 h o hltm+l—l4m
<"/Jnjémj |Sz|wng€mj> = :|:§ (a —ﬁ)_j:§ T 1

_ E2(mj - %) +1 o mjh

T2 241 2041
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So adding this to the (easier) part above, we have
B m;h ehB 1
B — 2 A —2 ) = (11—
" ome \| 20+1 ome 20+1

forj:ﬁ:l:%.

In summary then, we rewrite the fine structure shift.

1 4 1
AE = 5MC (Za) 3 L,

To this we add the anomalous Zeeman effect

23.5 Homework Problems

1. Consider the fine structure of the n = 2 states of the hydrogen atom. What is the spectrum

in the absence of a magnetic field? How is the spectrum changed when the atom is placed in a
magnetic field of 25,000 gauss? Give numerical values for the energy shifts in each of the above
cases. Now, try to estimate the binding energy for the lowest energy n = 2 state including the
relativistic, spin-orbit, and magnetic field.

. Verify the relations used for %, T%, and T% for hydrogen atom states up to n = 3 and for any
nifl=n—1.

. Calculate the fine structure of hydrogen atoms for spin 1 electrons for n = 1 and n = 2.
Compute the energy shifts in eV.

23.6 Sample Test Problems

1. The relativistic correction to the Hydrogen Hamiltonian is H; =

4
— gz Assume that

electrons have spin zero and that there is therefore no spin orbit correction. Calculate the
energy shifts and draw an energy diagram for the n=3 states of Hydrogen. You may use

<U)nlm|%|¢nlm> - n+% and <U)nlm|ri2|1/}nlm> - m-

. Calculate the fine structure energy shifts (in eV!) for the n = 1, n = 2, and n = 3 states
of Hydrogen. Include the effects of relativistic corrections, the spin-orbit interaction, and the
so-called Darwin term (due to Dirac equation). Do not include hyperfine splitting or the effects
of an external magnetic field. (Note: T am not asking you to derive the equations.) Clearly list
the states in spectroscopic notation and make a diagram showing the allowed electric dipole
decays of these states.

. Calculate and show the splitting of the n = 3 states (as in the previous problem) in a weak
magnetic field B. Draw a diagram showing the states before and after the field is applied

. If the general form of the spin-orbit coupling for a particle of mass m and spin S moving in a
potential V (r) is Hso = 5oL - S’%%, what is the effect of that coupling on the spectrum of

2m?2c2
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an electron bound in a 3D harmonic oscillator? Give the energy shifts and and draw a diagram
for the Os and 1p states.

V= %moﬂr?

‘Z—V = mw?r
T

(Hso) = 5o L[ +1) = 1L + 1) — (s + 1)]m
(Hso) = B2 [i(j +1) = 11 +1) — s(s + 1)1

for the OS%, AE =0,
for the 1P%7 AE = 2w

4mc??
for the 1Py, AE = +122.
We computed that the energies after the fine structure corrections to the hydrogen spectrum
are By = 0‘221202 %0—(3 — ) Now a weak magnetic field B is applied to hydrogen

atoms in the 3d state. Calculate the energies of all the 3d states (ignoring hyperfine effects).
Draw an energy level diagram, showing the quantum numbers of the states and the energy
splittings.

In Hydrogen, the n = 3 state is split by fine structure corrections into states of definite j,m;,¢,
and s. According to our calculations of the fine structure, the energy only depends on j. We
label these states in spectroscopic notation: N?*T!L;. Draw an energy diagram for the n =3
states, labeling each state in spectroscopic notation. Give the energy shift due to the fine
structure corrections in units of a*mc?.

The energies of photons emitted in the Hydrogen atom transition between the 3S and the 2P
states are measured, first with no external field, then, with the atoms in a uniform magnetic
field B. Explain in detail the spectrum of photons before and after the field is applied. Be sure
to give an expression for any relevant energy differences.
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24 Hyperfine Structure

The interaction between the magnetic moment, due to the spin of the nucleus, and the larger
magnetic moment, due to the electron’s spin, results in energy shifts which are much smaller than
those of the fine structure. They are of order < a?E, and are hence called hyperfine.

P

The hyperfine corrections may be difficult to measure in transitions between states of different n,
however, they are quite measurable and important because they split the ground state. The different
hyperfine levels of the ground state are populated thermally. Hyperfine transitions, which emit radio
frequency waves, can be used to detect interstellar gas.

This material is covered in Gasiorowicz Chapter 17, in Cohen-Tannoudji et al. Chapter
XII, and briefly in Griffiths 6.5.

24.1 Hyperfine Splitting

We can think of the nucleus as a single particle with spin I. This particle is actually made up of
protons and neutrons which are both spin % particles. The protons and neutrons in turn are made
of spin % quarks. The magnetic dipole moment due to the nuclear spin is much smaller than that of
the electron because the mass appears in the denominator. The magnetic moment of the nucleus is

o ZGQNI-*
N = S M e

where I is the nuclear spin vector. Because the nucleus has internal structure, the nuclear gy-
romagnetic ratio is not just 2. For the proton, it is g, ~ 5.56. This is the nucleus of hydrogen
upon which we will concentrate. Even though the neutron is neutral, the gyromagnetic ratio is
about -3.83. (The quarks have gyromagnetic ratios of 2 (plus corrections) like the electron but the
problem is complicated by the strong interactions which make it hard to define a quark’s mass.) We
can compute (to some accuracy) the gyromagnetic ratio of nuclei from that of protons and neutrons
as we can compute the proton’s gyromagnetic ratio from its quark constituents.

In any case, the nuclear dipole moment is about 1000 times smaller than that for e-spin or L. We
will calculate AE for ¢ = 0 states (see Condon and Shortley for more details). This is particularly
important because it will break the degeneracy of the Hydrogen ground state.

To get the perturbation, we should find B from i (see Gasiorowicz page 287) then calculate the
energy change in first order perturbation theory AE = <—ﬁe . §> Calculating (see section 24.4.1)
the energy shift for £ = 0 states.

a4 (m\ . 18T

AE:<£—

mc

Now, just as in the case of the L-S , spin-orbit interaction, we will define the total angular momentum

F=8+T.
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It is in the states of definite f and m¢ that the hyperfine perturbation will be diagonal. In essence,
we are doing degenerate state perturbation theory. We could diagonalize the 4 by 4 matrix for the
perturbation to solve the problem or we can use what we know to pick the right states to start with.
Again like the spin orbit interaction, the total angular momentum states will be the right states
because we can write the perturbation in terms of quantum numbers of those states.

1 3 3
(F? =82 —1%) =50’ (f(f+1)—1—1)

AE = 2(Za)' () me)gn 5 (F(F+1) = 3) =4 (J(/+1) - 3)

For the hydrogen ground state we are just adding two spin % particles so the possible values are
=01

* See Example 24.3.1: The Hyperfine Splitting of the Hydrogen Ground State.*

The transition between the two states gives rise to EM waves with A = 21 cm.

24.2 Hyperfine Splitting in a B Field

If we apply a B-field the states will split further. As usual, we choose our coordinates so that the
field is in Z direction. The perturbation then is

—

W, = —B-(fir+fis+ fir)
B
- “BT (L. +25.) + Q“TNBIZ

where the magnetic moments from orbital motion, electron spin, and nuclear spin are considered
for now. Since we have already specialized to s states, we can drop the orbital term. For fields
achievable in the laboratory, we can neglect the nuclear magnetic moment in the perturbation.

Then we have

S.

As an examples of perturbation theory, we will work this problem for weak fields, for strong fields, and
also work the general case for intermediate fields. Just as in the Zeeman effect, if one perturbation
is much bigger than another, we choose the set of states in which the larger perturbation
is diagonal. In this case, the hyperfine splitting is diagonal in states of definite f while the above
perturbation due to the B field is diagonal in states of definite m,. For a weak field, the hyperfine
dominates and we use the states of definite f. For a strong field, we use the mg, m¢ states. If the
two perturbations are of the same order, we must diagonalize the full perturbation matrix. This
calculation will always be correct but more time consuming.

We can estimate the field at which the perturbations are the same size by comparing pugpB to

%o/lz—:chgN = 2.9 x 1075, The weak field limit is achieved if B < 500 gauss.
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* See Example 24.3.2: *

The result of this is example is quite simple E = E,q0 + é (f(f +1)— %) + ppBmyg. It has the
hyperfine term we computed before and adds a term proportional to B which depends on m.

In the strong field limit we use states |msm;) and treat the hyperfine interaction as a perturbation.
The unperturbed energies of these states are E = E, g0 + 2upBms + gun Bmy. We kept the small
term due to the nuclear moment in the B field without extra effort.

* See Example 24.3.3: *

The result in this case is

E = Eno0 +2upBmgs + gunBmy + Amgmy.

Finally, we do the full calculation.

* See Example 24.3.4: *
The general result consists of four energies which depend on the strength of the B field. Two of the
energy eigenstates mix in a way that also depends on B. The four energies are

A
E:En00+ZiNBB

and

A AN?

These should agree with the previous calculations in the two limits: B small, or B large. The figure
shows how the eigenenergies depend on B.
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— full calc.

- - - weak field
----- strong field

We can make a more general calculation, in which the interaction of the nuclear magnetic moment
is of the same order as the electron. This occurs in muonic hydrogen or positronium. * See Example
24.3.6: *

24.3 Examples
24.3.1 Splitting of the Hydrogen Ground State

The ground state of Hydrogen has a spin % electron coupled to a spin % proton, giving total angular
momentum state of f = 0,1. We have computed in first order perturbation theory that

A =3(z0)" (1) naw o (£ +1) - 3)

The energy difference between the two hyperfine levels determines the wave length of the radiation
emitted in hyperfine transitions.

4 4 m 9 1

For n = 1 Hydrogen, this gives
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4/ 1\*/ 51
AE;qy —AEsg =~ | — =) (.51 x 10%)(5.56) = 5.84 x 1076
o1 =0 3(137> (938>(5 x 10%)(5.56) = 5.84 x 107°% eV

Recall that at room temperature, kpt is about % eV, so the states have about equal population at
room temperature. Even at a few degrees Kelvin, the upper state is populated so that transitions
are possible. The wavelength is well known.

- 27TE _ 1973

— " A=2x10°A=21.2
E  "581x100 x 10 om

This transition is seen in interstellar gas. The f = 1 state is excited by collisions. Electromagnetic
transitions are slow because of the selection rule A¢ = +1 we will learn later, and because of the
small energy difference. The f = 1 state does emit a photon to de-excite and those photons have a
long mean free path in the gas.

24.3.2 Hyperfine Splitting in a Weak B Field

Since the field is weak we work in the states |fm) in which the hyperfine perturbation is diagonal
and compute the matrix elements for W, = ugBo,. But to do the computation, we will have to
write those states in terms of |msm;) which we will abbreviate like |+ —), which means the electron’s
spin is up and the proton’s spin is down.

o, |11) = o, |++) = |11)
0:1-1)=0.]-—)=—[1-1)
02 [10) = 02 5 (|+=) +|=+)) = 5 (|+=) = [=+)) = |00)
0:100) = 0. 75 (|[+=) = [=+)) = 75 (|+=) + [=+)) = [10)

Now since the three (f = 1) states are degenerate, we have to make sure all the matrix elements
between those states are zero, otherwise we should bite the bullet and do the full problem as in the
intermediate field case. The f = 1 matrix is diagonal, as we could have guessed.

10 0
psB|l0 0 0
00 —1

The only nonzero connection between states is between f =1 and f = 0 and we are assuming the
hyperfine splitting between these states is large compared to the matrix element.

So the full answer is

Egl) = ,uBBmf

which is correct for both f states.
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24.3.3 Hydrogen in a Strong B Field

We need to compute the matrix elements of the hyperfine perturbation using |mgm;) as a basis with
energies F = FEyo0 + 2upBmg. The perturbation is

Hyp = A2~

where A = 3(Za)* (ﬁ;) Mmec?gn 2.

Recalling that we can write

I 1 1
§-T'=1.8.+514S-+ 3515,

the matrix elements can be easily computed. Note that the terms like I_S; which change the state
will give zero.
)

A - o 1 1
¥<+— [ LS.+ 51:S- + 515,

+_>:§<+_
A A

= ?<+_|IZSZ|+_>:_Z

A
(= +Hps| = +) =7

A
{(++ [ Hpg| ++) =7

(—— |Higl -y =2

We can write all of these in one simple formula that only depends on relative sign of ms and m;.

A
E = Enoo +2upBmg &= T = Enoo + 2upBmg + A(msmy)

24.3.4 Intermediate Field

Now we will work the full problem with no assumptions about which perturbation is stronger. This
is really not that hard so if we were just doing this problem on the homework, this assumption free
method would be the one to use. The reason we work the problem all three ways is as an example
of how to apply degenerate state perturbation theory to other problems.

We continue on as in the last section but work in the states of |fm). The matrix for (fm;|Hpns +
Hp|f'm) is

1 1 [%+usB 0 0 0

1 -1 0 A—_upB 0 0

1 0 0 0 4 upB
—3A



353

The top part is already diagonal so we only need to work in bottom right 2 by 2 matrix, solving the
eigenvalue problem.

A B a a A=4
= 1
(B —3A) (b) E(b) where  p— pB
Setting the determinant equal to zero, we get
(A-E)(-3A—E)—-B?=0.

E?4+2AE—-342-B?>=0
5o —2A 4 \/4A% + 4(3A2 + B?)
- 2

= —A+ /A2 + (342 + B2)

=—A++\/4A%2 + B2

The eigenvalues for the my = 0 states, which mix differently as a function of the field strength, are

E = —é = \/<§>2 + (upB)*.

The eigenvalues for the other two states which remain eigenstates independent of the field strength
are

A

— B

4—%—#3
and "

— — B.

1 KB

24.3.5 Positronium

Positronium, the Hydrogen-like bound state of an electron and a positron, has a “hyperfine” correc-
tion which is as large as the fine structure corrections since the magnetic moment of the positron
is the same size as that of the electron. It is also an interesting laboratory for the study of Quan-
tum Physics. The two particles bound together are symmetric in mass and all other properties.
Positronium can decay by anihilation into two or more photons.

In analyzing positronium, we must take some care to correctly handle the relativistic correction in
the case of a reduced mass much different from the electron mass and to correctly handle the large
magnetic moment of the positron.

The zero order energy of positronium states is

15, 51
EnZEOé,MCF

where the reduced mass is given by p = %=.

The relativistic correction must take account of both the motion of the electron and the positron.
We use =7 — 75 and p= ur = @ Since the electron and positron are of equal mass, they
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are always exactly oposite each other in the center of mass and so the momentum vector we use is
easily related to an individual momentum.

P1 — D2
2

=P

ﬁ:

We will add the relativistic correction for both the electron and the positron.

lpéll_'_péli 1p4 7_1 p4 7_1 p2 2
8 m3c2  4m3c® 32 3 8uc? \2u

This is just half the correction we had in Hydrogen (with m. essentially replaced by w).

Hrel =

The spin-orbit correction should be checked also. We had Hgp = 5L ST x ﬁd) as the interaction

2mc?

between the spin and the B field producded by the orbital motion. Since p'= uv, we have

e — —
Hso = 57— - Fx V¢
2muc

for the electron. We just need to add the positron. A little thinking about signs shows that we just
at the positron spin. Lets assume the Thomas precession is also the same. We have the same fomula
as in the fine structure section except that we have mu in the denominator. The final formula then
is
1 e?
C22p2¢273

Heo = 2= E- (5 + ) L-(+5)
50 = 5 S 1 2 1 2
again just one-half of the Hydrogen result if we write everything in terms of u for the electron spin,

but, we add the interaction with the positron spin.

The calculation of the spin-spin (or hyperfine) term also needs some attention. We had

2 3
ABss — 2 Ze’gn i 4 (Zamec>

3 2m, My c2 T h3 h

where the masses in the deonominator of the first term come from the magnetic moments and thus
are correctly the mass of the particle and the mas in the last term comes from the wavefunction and
should be replaced by u. For positronium, the result is

2 €2 - - 4 saucy3
Aflss = §—zmgczsl'32$(7)
2 e28 - 4 4 (auc)3
T3z T3 U
_ 21 5%
- 3 TL3 h2

24.3.6 Hyperfine and Zeeman for H, muonium, positronium

We are able to set up the full hyperfine (plus B field) problem in a general way so that different
hydrogen-like systems can be handled. We know that as the masses become more equal, the hyperfine
interaction becomes more important.
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Let’s define our perturbation W as
_Ag g
W= ?81 . SQ + wlSlz + '(UQSQZ

Here, we have three constants that are determined by the strength of the interactions. We include
the interaction of the “nuclear” magnetic moment with the field, which we have so far neglected.
This is required because the positron, for example, has a magnetic moment equal to the electron so
that it could not be neglected.

1 1 (245w +w) 0 0 0

1 -1 0 A — Bw +wo) 0 0

1 0 0 0 A 2wy — wy)
0 O 0 0 %(wl —wg) #

e [+ (oo

Like previous hf except now we take (proton) other B - § term into account.

24.4 Derivations and Computations
24.4.1 Hyperfine Correction in Hydrogen
We start from the magnetic moment of the nucleus

Zegn T
2MNC '

ﬁ:

Now we use the classical vector potential from a point dipole (see (green) Jackson page 147)

A7) = (i x ¥)~.

r

1
I

We compute the field from this.

B=VxA
0 0 0 1 o 0
By = 8_xiAj6ijk = —8—xiﬂm87n€mnj;€ijk = _Nma_xl_%(_emnjeikj);
o 0 1 g 0 g 0 \1
= _Mma_xia—xn(ékmém - 6kn5im); = - (Mk%% - Mia_xi(?—:zrk) ;

—

. 1 -1
B=— <ﬁv2— —V(ji- V)—)
r T
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Then we compute the energy shift in first order perturbation theory for s states.
e = = Ze2gn = =/ ol 0 01
AFE = S By=—-"————-1(5-1 -y —(Silj——-
<mec > 2meMnc? ( <V r 7 O, Oxj r

The second term can be simplified because of the spherical symmetry of s states. (Basically the
derivative with respect to x is odd in x so when the integral is done, only the terms where i = j are
nonzero).

0 01 _3y
Ox; Ox;r 3

[ @ tow)? [ @ 6um@Pve

So we have

2 Ze’gn = - 1
AE= -2 _Z2°9N g ply22),
32meMyc? < r>

Now working out the V2 term in spherical coordinates,
82+28 1_2+2 -1 —0
o2 ror)r 3 r\r2)
we find that it is zero everywhere but we must be careful at r = 0.
To find the effect at » = 0 we will integrate.

r 1 [ -1 -1 - 01
21 53 :/ (T3 :/ V.d :/_—d
/v ~d*r V- (Vod'r = [(V-)-db 5 —dS

r=0 r=0

r-1 -1
= / T—2dS: (4.7T€2)(€—2

=0

)= —4x

So the integral is nonzero for any region including the origin, which implies

<v2%> = 4753 (7).

We can now evaluate the expectation value.

2 Zeé’gn = -
AFE = ————""_§.](—47l|o, 2
4 ([ Zamee\®
2 _ 2 _ €
47T|¢n00(0)| - |Rﬂ0(0)| - n3 ( A )
2 Zelgny = -4 (Zamec 3
AE=-——"-§5-T—
3 2meMpyc? n3 ( h )

Simply writing the e? in terms of o and regrouping, we get

4. 4 me o 18T
AE:g(ZO‘) <M—N> (mec )QNFF.
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We will sometimes group the constants such that

»y
~y

AE

ol

(The textbook has numerous mistakes in this section.)

24.5 Homework Problems

1.
2.

3.

Calculate the shifts in the hydrogen ground states due to a 1 kilogauss magnetic field.

Consider positronium, a hydrogen-like atom consisting of an electron and a positron (anti-
electron). Calculate the fine structure of positronium for n = 1 and n = 2. Determine the
hyperfine structure for the ground state. Compute the energy shifts in eV.

List the spectroscopic states allowed that arise from combining (s = 3 with [ = 3), (s = 2 with

I=1),and (s =3, so=1andl=4).

24.6 Sample Test Problems

1.

Calculate the energy shifts to the four hyperfine ground states of hydrogen in a weak magnetic
field. (The field is weak enough so that the perturbation is smaller than the hyperfine splitting.)

Calculate the splitting for the ground state of positronium due to the spin-spin interaction
between the electron and the positron. Try to correctly use the reduced mass where required
but don’t let this detail keep you from working the problem.

A muonic hydrogen atom (proton plus muon) is in a relative 1s state in an external magnetic
field. Assume that the perturbation due to the hyperfine interaction and the magnetic field is
given by W = AS_’; . 572 + w151, + w2Ss,. Calculate the energies of the four nearly degenerate
ground states. Do not assume that any terms in the Hamiltonian are small.

. A hydrogen atom in the ground state is put in a magnetic field. Assume that the energy shift

due to the B field is of the same order as the hyperfine splitting of the ground state. Find the
eigenenergies of the (four) ground states as a function of the B field strength. Make sure you
define any constants (like \A) you use in terms of fundamental constants.
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25 The Helium Atom

Hydrogen has been a great laboratory for Quantum Mechanics. After Hydrogen, Helium is the
simplest atom we can use to begin to study atomic physics. Helium has two protons in the nucleus
(Z = 2), usually two neutrons (A = 4), and two electrons bound to the nucleus.

This material is covered in Gasiorowicz Chapters 18, in Cohen-Tannoudji et al. Comple-
ment Bxy, and briefly in Griffiths Chapter 7.

25.1 General Features of Helium States

We can use the hydrogenic states to begin to understand Helium. The Hamiltonian has the same
terms as Hydrogen but has a large perturbation due to the repulsion between the two electrons.

_pi py Ze* Zeé? e?
2m  2m 1 T |7 — 7]

We can write this in terms of the (Z = 2) Hydrogen Hamiltonian for each electron plus a perturba-
tion,
H=H +H+V

where V (7, 7) = ﬁ Note that V is about the same size as the the rest of the Hamiltonian so

first order perturbation theory is unlikely to be accurate.

For our zeroth order energy eigenstates, we will use product states of Hydrogen wavefunctions.

—

U(Fl, F2) = d)nlflml (F1)¢n2£277l2 (TQ)

These are not eigenfunctions of H because of V', the electron coulomb repulsion term. Ignoring V/,
the problem separates into the energy for electron 1 and the energy for electron 2 and we can solve
the problem exactly.

(Hl + Hz)u = Fu

We can write these zeroth order energies in terms of the principal quantum numbers of the two
electrons, n1; and ny. Recalling that there is a factor of Z? = 4 in these energies compared to
hydrogen, we get

1 1 1 1 1
E:Enl +En2 = —§Z2a2m602 <—2+—2> :—544 eV <—2+—2> .
ny Ny ny Ny

Ei = B,y = —108.8 ¢V
Ey = Ejy = —68.0eV
Eroo = Eionization = —54.4 €V
FEooy = —27.2eV

Note that Fss is above ionization energy, so the state can decay rapidly by ejecting an electron.
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eV

cantinuur

+27.2

lonization energy

!1., 4)

B ———1.y

BB —— 1,2

A — (1,1}

tay, 7.l

fal

Now let’s look at the (anti) symmetry of the states of two identical electrons. For the ground
state, the spatial state is symmetric, so the spin state must be antisymmetric = s = 0.

1
Ug = ¢100¢100ﬁ(><+x- - X-X+)

For excited states, we can make either symmetric or antisymmetric space states.

s 1 1
u§ ) = —(¢10002em + ¢2em¢100)7(x+><— - X-X+)

V2 2

NONNE S
V2

The first state is s = 0 or spin singlet. The second state is s = 1 or spin triplet and has three mg
states. Only the +1 state is shown. Because the large correction due to electron repulsion
is much larger for symmetric space states, the spin of the state determines the energy.

(P100P20m — P20mP100) X+ X+

We label the states according to the spin quantum numbers, singlet or triplet. We will treat V as a
perturbation. It is very large, so first order perturbation theory will be quite inaccurate.
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25.2 The Helium Ground State

Calculating the first order correction to the ground state is simple in principle.

e2

AEgs = <U0|V|U0> = /d37°1d37'2|¢100(7?1)|2|¢100(772)|2|F17

_7?2|

5Ze? 5 .1 5
=" = Z7Z(Za®’mc®) = 2(2)(13.6) = 34 eV
ST = 2G50 me) = $(2)(13.6) = 34 ¢
The calculation (see section 25.7.1) of the energy shift in first order involves an integral over the

coordinates of both electrons.

So the ground state energy to first order is
Eys =—108.8+34=—-T748 ¢V

compared to -78.975 eV from experiment. A 10% error is not bad considering the size of the
perturbation. First order perturbation theory neglects the change in the electron’s wavefunction
due to screening of the nuclear charge by the other electron. Higher order perturbation theory
would correct this, however, it is hard work doing that infinite sum. We will find a better way to
improve the calculation a bit.

25.3 The First Excited State(s)

Now we will look at the energies of the excited states. The Pauli principle will cause big energy
differences between the different spin states, even though we neglect all spin contribution in H; This
effect is called the exchange interaction. In the equation below, the s stands for singlet corresponding
to the plus sign.

s e? 1
E§s’tt) =  —{ 0100920m £ P20mP100 | 75— | P100020m £ P2emP100
2 |7°1 - 7‘2|
e? 1
= — $2( P10002em |T=——=7| P100P2em ) £ 2 ( Pr00P20m | T5——=—| P2emP100
2 |1 — 7] |7 — 7]
= Jgg :|: Kgg

It’s easy to show that Kyy > 0. Therefore, the spin triplet energy is lower. We can write the energy
in terms of the Pauli matrices:

g & _ L w2 2 2 _l —§ 2
S1-5 = 2(5 ST —53) = B {S(S +1) 2} h
o LS 3 1 triplet
— . 2 = - = =
G102 = 451 -S/h" =2 [5(5 +1) 2] { —3 singlet }
1 Lo 1 triplet
B} (1+01-72) = { —1 singlet }

s 1 L.
EED = g, — 5 (L+ 31 2) Ko
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Thus we have a large effective spin-spin interaction entirely due to electron repulsion. There is
a large difference in energy between the singlet and triplet states. This is due to the exchange
antisymmetry and the effect of the spin state on the spatial state (as in ferromagnetism).

The first diagram below shows the result of our calculation. All states increase in energy due to the
Coulomb repulsion of the electrons. Before the perturbation, the first excited state is degenerate.
After the perturbation, the singlet and triplet spin states split significantly due to the symmetry of
the spatial part of the wavefunction. We designate the states with the usual spectroscopic notation.

1
/.f' P1
N
# L 3
N Pa10
e :
Q/_/ ‘(\_,- Sn
// /..H""F GS
s - 1
/_,/-' - F{\ﬁ\\ﬂﬂ
{15)(2s)
{1s}(2p)
1
- L Sy
-
-
_._,1-"
.--"'F
{152

In addition to the large energy shift between the singlet and triplet states, Electric Dipole decay
selection rules

Al = +1
As = 0

cause decays from triplet to singlet states (or vice-versa) to be suppressed by a large factor (compared
to decays from singlet to singlet or from triplet to triplet). This caused early researchers to think
that there were two separate kinds of Helium. The diagrams below shows the levels for ParaHelium
(singlet) and for OtrhoHelium (triplet). The second diagrams shows the dominant decay modes.
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25.4 The Variational Principle (Rayleigh-Ritz Approximation)

Because the ground state has the lowest possible energy, we can vary a test wavefunction, minimizing
the energy, to get a good estimate of the ground state energy.

Hygp = Eyg

for the ground state ¥g.
_ JYpHypds

E =
Jpdpde

For any trial wavefunction 1,
e HGd (7| H )
J¥*dzx (Y[)

E/
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We wish to show that E’ errors are second order in &)

OF
55 ="

at eigenenergies.

To do this, we will add a variable amount of an arbitrary function ¢ to the energy eigenstate.

Ve + agH|YE + ap)
(Ve + adlp + ag)

Assume « is real since we do this for any arbitrary function ¢. Now we differentiate with respect to
« and evaluate at zero.

dE’ (WelvE) (B H[YE) + WrlH|9) — (Ye|HYE) ($lVE) + WE|4))

do |, (Wplvp)?
= E(¢[Yr) + E(YEel¢) — E(¢[Yr) — E(YEl¢) =0

We find that the derivative is zero around any eigenfunction, proving that variations of the energy
are second order in variations in the wavefunction.

o |

That is, E’ is stationary (2nd order changes only) with respect to variation in 9. Conversely, it can
be shown that E’ is only stationary for eigenfunctions ¢g. We can use the variational principle
to approximately find ¢ and to find an upper bound on Ej.

b= ZCE1/)E
B

E'=)|esl’E > E
E

For higher states this also works if trial ¢ is automatically orthogonal to all lower states due to some
symmetry (Parity, £ ...)

* See Example 25.6.1: *
* See Example 25.6.2: *

25.5 Variational Helium Ground State Energy

We will now add one parameter to the hydrogenic ground state wave function and optimize that
parameter to minimize the energy. We could add more parameters but let’s keep it simple. We will
start with the hydrogen wavefunctions but allow for the fact that one electron “screens” the nuclear
charge from the other. We will assume that the wave function changes simply by the replacement

7 = 7"< Z.

Of course the Z in the Hamiltonian doesn’t change.

So our ground state trial function is

= ¢1Z(;0 (1) ¢10*0 (72) -
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Minimize the energy.

2 2 2 2 2
P Ze P Ze e . .
_ + = -
2m 1 2m 79 |7.1 — T2| ¢100 (7"1) ¢100 (TQ)

WIHI) = [ drdraoin () 51 (7 |
We can recycle our previous work to do these integrals. First, replace the Z in H; with a Z* and

put in a correction term. This makes the H; part just a hydrogen energy. The correction term is
just a constant over r so we can also write that in terms of the hydrogen ground state energy.

2 2
* P1 Ze
= d3 _—
v / 1100 (2m r1 ) P100

2 Z*e2 VA4 62
= /d3r1¢foo (p—l - + ( ) >¢100

2m 1 1
1
= Z*Q(—136 eV) + (Z* — Z)ez/d3T1|¢100|2E

Z*
= Z*(-13.6eV)+ (2" — Z)e?=—
ag
1
= —Z*2§a2mc2 + Z5(Z* — Z)a*mc?

1
= o®mc® (Z*(Z* - Z) - 52“’)

Then we reuse the perturbation theory calculation to get the V' term.

wiEl) = 20+ 52" (atme )
_ 1 2 2 *2 * * 5 *
= —jome VAR VAN VAR ZZ

1 5
- —§a2m02 {—22*2 477 — Zz*}

Use the variational principle to determine the best Z*.

O (YIH|Y) _ N 5 _
5
7" =7 - —
16
Putting these together we get our estimate of the ground state energy.
1 2 2 r7% * 5
(Y| HW) = —game 75\ =22" + 47 — 1
B 1 5, 5 5 5 5
= 2amc(Z 16)[ 2Z+8+4Z 4}
5\ 2
= ——a’mc® |2 <Z — E) =—77.38¢eV

(really — 78.975eV).

Now we are within a few percent. We could use more parameters for better results.
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25.6 Examples
25.6.1 1D Harmonic Oscillator

Use
Y= (az—:c2)2 lz] <a

and 1 = 0 otherwise as a trial wave function. Recall the actual wave function is e~mwa® /207 The
energy estimate is

(0 = 2?)* |55 o + dmaa?| (o — 2*)")

" (a2 227 (a2 —22)7)

We need to do some integrals of polynomials to compute

3R 1 L,

E=-——+— .
2maz 22"
Now we optimize the parameter.
dE' -3 n? 1
— =0=——+ —mw?=d® = 33—*\/ —
da? 2 mat + 22" “

g B3t 1 g3 \/— b Ly V33+ /33
233 " mw W3 2 2 11

1. V4-3 1h 12

2" 2"V

This is close to the right answer. As always, it is treated as an upper limit on the ground state
energy.

25.6.2 1-D H.O. with exponential wavefunction

As a check of the procedure, take trial function ¢~2°/2_ This should give us the actual ground state
energy.

F o [0 + bmtate]

E ==
I *ipdx
{hz 70 e—a@’ [a2x2 — a] dr + mw2 70 x2e— 0w d:c}
f e~ dg

— 00
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T x2e % dg
e 2
2m 2 f o—aa? g 2m
/ ey =[5 = Vra~/?
/ 2 —ax? ( 1) —3/2
— e de =+/1 —5
9 _ax? 1 /m 1 /m
d = — _— = — —
/ e 79 V a3 2&\/;

— :O
Oa 4a? 4m
4a?h? = 4m3w?
mw
a—= “
h
mw .2
1/):6_W1
mw? h h? mw 1 1
F=—— 4+ ———="_p ~h
1 mw Am h 4T

OK.

25.7 Derivations and Computations
25.7.1 Calculation of the ground state energy shift

To calculate the first order correction to the He ground state energy, we gotta do this integral.

2
. . e
AEys = (uo|Vluo) = /d37"1d37”2|¢100(7"1)|2|¢100(T2)|2W

First, plug in the Hydrogen ground state wave function (twice).

1 3
()
47 ap

o0

2 o0
1
eQ/T%drle_QZ”/“o/T%drle_QZ”/“O/dQlfngilf, =
1— T2
0 0

AE,, =
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1 1

[P =72l \/r2 412 — 2riry cosf

Do the df2; integral and prepare the other.

dm o (2 ‘ 2 —27r1/a 2 —27Zr3/a 1
AEgs = —e” | — ridrie a0 [ rydrae 2/80 [ dpod cos O,
0 0

2 ag /12 4+ 13 — 27179 cos 02

The angular integrals are not hard to do.

AN T 2 !
AE, = T2 /r%drle”z”/“" /r%drge*QZ”/“"Qw \/rf + 12 — 2r17r9 cos by
‘ w2 ao 2rire 1
0 0
4 Z\° T T 2
AEg = —7;-62 (—) /T%drle”z”/“o/r%drge*QZ”/“"—ﬂ
e ao T17T2
[—\/Tf +7r2—2rire + \/rf +r3+ 27‘1r2}
47 Z\° 7 7 2
AE,, = —262 (—) /r%drle_w”/“‘) /r%drge_QZ”/“o— [—|r1 —r2| + (r1 +12)]
e ao T17T2
0 0
Z 6 o0 oo
AE,, = 8¢ (—) /rldrle_w”/“” /rgdr26_2zr2/“° (ri14re—|ri—re|)
. a0

We can do the integral for ro < r; and simplify the expression. Because of the symmetry between
r1 and 79 the rest of the integral just doubles the result.

6 o0 T1
VA _ _
AE, = 16¢° <a_ ridrie 2271/ [ podrye 2ZT2/“°(2T2)
0
0
%) x1
VA _ _
AEg = 2= | zydrie ™ x%dxge T2
ago
0 0
9 (o) T
Ze _ _ _
= — [ zydzie™™ —:vfe 14 | 2rodxoe™ ™2
ao
0 0
ZeQ o0 Xy
= — | x1drie™ ™ —x%e_”“ —2r1e” " 4+ 2 [ e "2dxs
ao
0
2 oo
Ze _ _ _ _
= = | pdrie ™ {—2?e " — 2z1e " — 2 (7% — 1
1
Qg
0
2 o0
Ze _ _
= - [(z?+2x%+2x1)e 2T _ g6 wl}dxl
Qg

0
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__Zefs211 211 11 11
B ap 12222 "222  T22 11
Ze2 3 4 4 16 5 Ze?
AE,, = -2 |24 -4+ | =422
g an |:8+8+8 8:| 8&0

)
= ZZ(13.6 eV) — 34 eV for Z=2

25.8 Homework Problems

1. Calculate the lowest order energy shift for the (Oth order degenerate first) excited states of
Helium AEéfl’t) where ¢ = 0,1. This problem is set up in the discussion of the first excited
states (See section 25.3). The following formulas will aid you in the computation. First, we
can expand the formula for the inverse distance between the two electrons as follows.

1 > TZ<
= S Z —Pg cos 6
ol 2 e tn)

Here r~ is the smaller of the two radii and r~ is the larger. As in the ground state calculation,
we can use the symmetry of the problem to specify which radius is the larger. Then we can
use a version of the addition theorem to write the Legendre Polynomial Py(cosf12) in terms
of the spherical hamonics for each electron.

4
4
Py(cosbz) = ﬁ > (1) Yo (01, 61)Ye(—m) (62, 62)

m=—

Using the equation Yy _p,) = (—1)*Y

s bhis sets us up to do our integrals nicely.

2. Consider the lowest state of ortho-helium. What is the magnetic moment? That is what is
the interaction with an external magnetic field?

3. A proton and neutron are bound together into a deuteron, the nucleus of an isotope of hydrogen.
The binding energy is found to be -2.23 MeV for the nuclear ground state, an £ = 0 state.
e—7/70

Assuming a potential of the form V(r) = VOW’ with o = 2.8 Fermis, use the variational

principle to estimate the strength of the potential.

4. Use the variational principle with a gaussian trial wave function to prove that a one dimensional
attractive potential will always have a bound state.

5. Use the variational principle to estimate the ground state energy of the anharmonic oscillator,
2
H=Z2-+ Azt

25.9 Sample Test Problems

1. We wish to get a good upper limit on the Helium ground state energy. Use as a trial wave
function the 1s hydrogen state with the parameter a screened nuclear charge Z* to get this

2
limit. Determine the value of Z* which gives the best limit. The integral ((1s)?| AT |(1s)?) =

%Z*oﬁmc2 for a nucleus of charge Z*e.
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2. A Helium atom has two electrons bound to a Z = 2 nucleus. We have to add the coulomb

repulsion term (between the two electrons) to the zeroth order Hamiltonian.

2 Ze2 2 Ze2 62
H—p_l__+p_2__+ﬁ

- —Hi+Hy+V
2m n 2m T |7 — 72

The first excited state of Helium has one electron in the 1S state and the other in the 28 state.
Calculate the energy of this state to zeroth order in the perturbation V. Give the answer in eV.
The spins of the two electrons can be added to give states of total spin S. The possible total
spin states are s = 0 and s = 1. Write out the full first excited Helium state which has s =1
and mg = —1. Include the spatial wave function and don’t forget the Pauli principle. Use
bra-ket notation to calculate the energy shift to this state in first order perturbation theory.
Don’t do any integrals.
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26 Atomic Physics

This material is covered in Gasiorowicz Chapter 19, and in Cohen-Tannoudji et al. Com-
plement AX[‘/.

26.1 Atomic Shell Model

The Hamiltonian for an atom with Z electrons and protons is

Z 2 2 2
D3 Ze e

E L - E —_ = En.
<2m T >+ ‘|7 — 73] v v

i=1 i>j J

We have seen that the coulomb repulsion between electrons is a very large correction in Helium and
that the three body problem in quantum mechanics is only solved by approximation. The states
we have from hydrogen are modified significantly. What hope do we have to understand even more
complicated atoms?

The physics of closed shells and angular momentum enable us to make sense of even the most
complex atoms. Because of the Pauli principle, we can put only one electron into each state. When
we have enough electrons to fill a shell, say the 1s or 2p, The resulting electron distribution is
spherically symmetric because

20+1

14
2_
D Yo (0.0) = = —

m=—/{

With all the states filled and the relative phases determined by the antisymmetry required by Pauli,
the quantum numbers of the closed shell are determined. There is only one possible state
representing a closed shell.

As in Helium, the two electrons in the same spatial state, ¢n¢my, must by symmetric in space and
hence antisymmetric in spin. This implies each pair of electrons has a total spin of 0. Adding these
together gives a total spin state with s = 0, which is antisymmetric under interchange. The spatial
state must be totally symmetric under interchange and, since all the states in the shell have the
same n and /£, it is the different m states which are symmetrized. This can be shown to give us a
total £ = 0 state.

So the closed shell contributes a spherically symmetric charge and spin distribution with
the quantum numbers

J=0

The closed shell screens the nuclear charge. Because of the screening, the potential no longer has
a pure % behavior. Electrons which are far away from the nucleus see less of the nuclear charge and
shift up in energy. This is a large effect and single electron states with larger ¢ have larger energy.
From lowest to highest energy, the atomic shells have the order

1s,2s,2p,3s,3p,4s,3d, 4p, 5s,4d, bp, 65,4 f, 5d, 6p.



372

The effect of screening not only breaks the degeneracy between states with the same n but different
£, it even moves the 6s state, for example, to have lower energy than the 4f or 5d states. The 4s and
3d states have about the same energy in atoms because of screening.

26.2 The Hartree Equations

The Hartree method allows us to to change the 37 dimensional Schrodinger equation (Z electrons
in 3 dimensions) into a 3 dimensional equation for each electron. This equation depends on the
wavefunctions of the other electrons but can be solved in a self consistent way using the variational
principle and iterating.

—h* s Ze 2 3., |®; (T3)|2 o -
%V r +e Z/d TJW (bz (T1>—51¢1 (T’L)

In the Hartree equation above, e; represents the energy contribution of electron ¢. The term

e? E Ik d3r; 1% (T&V represents the potential due to the other electrons in which electron ¢ moves.
I =51

In thls equation we can formally see the effect of screening by the other electrons. The equation is
derived (see Gasiorowicz pp 309-311) from the Schrdédinger equation using ¥ = ¢1¢2...¢z. Since
we will not apply these equations to solve problems, we will not go into the derivation, however, it
is useful to know how one might proceed to solve more difficult problems.

An improved formalism known as the Hartree-Fock equations, accounts for the required antisym-
metry and gives slightly different results.

26.3 Hund’s Rules

A set of guidelines, known as Hund’s rules, help us determine the quantum numbers for the ground
states of atoms. The hydrogenic shells fill up giving well defined j = 0 states for the closed shells.
As we add valence electrons we follow Hund’s rules to determine the ground state. We get a great
simplification by treating nearly closed shells as a closed shell plus positively charged, spin % holes.
For example, if an atom is two electrons short of a closed shell, we treat it as a closed shell plus two
positive holes.)

1. Couple the valence electrons (or holes) to give maximum total spin.

2. Now choose the state of maximum ¢ (subject to the Pauli principle. The Pauli principle rather
than the rule, often determines everything here.)

3. If the shell is more than half full, pick the highest total angular momentum state j = ¢ + s
otherwise pick the lowest j = |¢ — s|.

This method of adding up all the spins and all the Ls, is called LS or Russel-Saunders coupling.
This method and these rule are quite good until the electrons become relativistic in heavy atoms
and spin-orbit effects become comparable to the electron repulsion (arond Z=40). We choose the
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states in which the total s and the total ¢ are good quantum numbers are best for minimizing the
overlap of electrons, and hence the positive contribution to the energy.

For very heavy atoms, we add the total angular momentum from each electron first then add up
the Js. This is called j-j coupling. For heavy atoms, electrons are relativistic and the spin-orbit
interaction becomes more important than the effect of electron repulsion. Thus we need to use states
in which the total angular momentum of each electron is a good quantum number.

We can understand Hund’s rules to some extent. The maximum spin state is symmetric under
interchange, requiring an antisymmetric spatial wavefunction which has a lower energy as we showed
for Helium. We have not demonstated it, but, the larger the total ¢ the more lobes there are in
the overall electron wavefunction and the lower the effect of electron repulsion. Now the spin orbit
interaction comes into play. For electrons with their negative charge, larger j increases the energy.
The reverse is true for holes which have an effective postive charge.

A simpler set of rules has been developed for chemists, who can’t understand addition of angular
momentum. It is based on the same principles. The only way to have a totally antisymmetric state
is to have no two electrons in the same state. We use the same kind of trick we used to get a feel for
addition of angular momentum; that is, we look at the maximum z component we can get consistent
with the Pauli principle. Make a table with space for each of the different m, states in the outer
shell. We can put two electrons into each space, one with spin up and one with spin down. Fill the
table with the number of valence electrons according to the following rules.

1. Make as many spins as possible parallel, then compute ms and call that s.

2. Now set the orbital states to make maximum my, and call this ¢, but don’t allow any two
electrons to be in the same state (of ms and my).

3. Couple to get j as before.

This method is rather easy to use compared to the other where addition of more than two angular
momenta can make the symmetry hard to determine.

* See Example 26.6.1: *

* See Example 26.6.2: *
* See Example 26.6.3: *
* See Example 26.6.4: *

26.4 The Periodic Table

The following table gives the electron configurations for the ground states of light atoms.
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Z | EL | Electron Configuration 2sT1L; | Ioniz. Pot.
T | H | (1s) 251 13.6
2 | He | (1s)? 1S, 24.6
3 | Li | He (25) 251 /2 5.4
4 | Be | He (2s5)? 1S, 9.3
5 B | He (25)%(2p) 2P1 /o 8.3
6 C | He (2s)?(2p)? 3Py 11.3
7 | N | He (25)2(2p)? 185/ 14.5
8 | O | He (25)%(2p)* 3Py 13.6
9 | F | He (25)2(2p)° Pys 17.4
10 | Ne | He (25)%(2p)° 1S, 21.6
11 | Na | Ne (35) 251 /2 5.1
12 | Mg | Ne (3s)? 1Sy 7.6
13 | Al | Ne (3s)%(3p) 2P1 /o 6.0
14 | Si | Ne (35)%(3p)? 3Py 8.1
15| P | Ne (3s)2(3p)3 453/9 11.0
16| S | Ne (35)2(3p)* 3Py 10.4
17 | C1 | Ne (35)2(3p)° Py 13.0
18 | Ar | Ne (35)%(3p)© 1S, 15.8
10| K | Ar (ds) 7512 13
20 | Ca | Ar (4s)? 1Sy 6.1
21 Sc Ar (48)2(361) D3/2 6.5
22 | Ti | Ar (4s)2(3d)2 3F 6.8
23 \% Ar (48)2(3d)3 4F3/2 6.7
24 | Cr | Ar (45)(3d)° 753 6.7
25 | Mn | Ar (45)%(3d)® 653/ 7.4
2 | Fe | Ar (4s)2(3d)° 5Dy 7.9
36 | Kr | (Ar) (45)%(3d)10(4p)® Tso 14.0
54 | Xe | (Kr) (5s)?(4d)'°(5p)° Lso 12.1
86 | Rn | (Xe) (65)%(4f)™(5d)™°(6p)° Tso 10.7

We see that the atomic shells fill up in the order 1s, 2s, 2p, 3s, 3p, 4s, 3d, 4p, 5s, 4d, 5p, 6s, 4f, 5d,
6p. The effect of screening increasing the energy of higher £ states is clear. Its no wonder that the
periodic table is not completely periodic.

The Ionization Potential column gives the energy in eV needed to remove one electron from the
atom, essentially the Binding energy of the last electron. The Ionization Potential peaks for atoms
with closed shells, as the elctron gains binding energy from more positive charge in the the nucleus
without much penalty from repulsion of the other electrons in the shell. As charge is added to the
nucleus, the atom shrinks in size and becomes more tightly bound. A single electron outside a closed
shell often has the lowest Ionization Potential because it is well screened by the inner electrons. The
figure below shows a plot of ionization potential versus Z.
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The perodic table of elements is based on the fact that atoms with the same number of electrons
outside a closed shell have similar properties. The rows of the periodic table contain the following
states.

1. 1s

2. 2s, 2p

3. 3s, 3p

4. 4s, 3d, 4p

5. 5s, 4d, 5p

Soon after, the periodicity is broken and special “series” are inserted to contain the 4f and 5f shells.

26.5 The Nuclear Shell Model

We see that the atomic shell model works even though the hydrogen states are not very good
approximations due to the coulomb repulsion between electrons. It works because of the tight
binding and simplicity of closed shells. This is based on angular momentum and the
Pauli principle.
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Even with the strong nuclear force, a shell model describes important features of nuclei. Nuclei
have tightly bound closed shells for both protons and neutrons. Tightly bound nuclei
correspond to the most abundant elements. What elements exist is governed by nuclear physics and
we can get a good idea from a simple shell model. Nuclear magic numbers occur for neutron or
proton number of 2, 8, 20, 28, 50, 82, and 126, as indicated in the figure below. Nuclei where the
number of protons or neutrons is magic are more tightly bound and often more abundant. Heavier
nuclei tend to have more neutrons than protons because of the coulomb repulsion of the
protons (and the otherwise symmetric strong interactions). Nuclei which are doubly magic are
very tightly bound compared to neighboring nuclei. gsPb?%® is a good example of a doubly magic
nucleus with many more neutrons than protons.

Remember, its only hydrogen states which are labeled with a principle quantum number n = n,. +
£+ 1. In the nuclear shell model, n refers only to the radial excitation so states like the 1h%
show up in real nuclei and on the following chart. The other feature of note in the nuclear shell
model is that the nuclear spin orbit interaction is strong and of the opposite sign to that in
atoms. The splitting between states of different j is smaller than that but of the same order as
splitting between radial or angular excitations. It is this effect and the shell model for which Maria
Mayer got her Nobel prize.
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Another feature of nuclei not shown in the table is that the spin-spin force very much favors
nucleons which are paired. So nuclear isotopes with odd numbers of protons or odd numbers of
neutrons have less binding energy and nuclei with odd numbers of both protons and neutrons are

unstable (with one exception).

26.6 Examples

26.6.1 Boron Ground State

Boron, with Z = 5 has the 1S and 28 levels filled. They add up to j = 0 as do all closed shells. The
valence electron is in the 2P state and hence has ¢ =1 and s = % Since the shell is not half full we
couple to the the lowest j = |[¢ — s| = 1. So the ground state is QP%.



379

my €
1 T
0
-1

26.6.2 Carbon Ground State

Carbon, with Z = 6 has the 1S and 2S levels filled giving 7 = 0 as a base. It has two valence 2P
electrons. Hund’s first rule , maximum total s, tells us to couple the two electron spins to s = 1.
This is the symmetric spin state so we’ll need to make the space state antisymmetric. Hund’s second
rule, maximum ¢, doesn’t play a role because only the ¢ = 1 state is antisymmetric. Remember,
adding two P states together, we get total £ = 0,1,2. The maximum state is symmetric, the next
antisymmetric, and the £ = 0 state is again symmetric under interchange. This means ¢ = 1 is the
only option. Since the shell is not half full we couple to the the lowest j = |¢ —s| = 0. So the ground
state is 3Py. The simpler way works with a table.

my (§

1 T

0 T

-1
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We can take a look at the excited states of carbon to get an appreciation of Hund’s rules. The
following chart shows the states of a carbon atom. For most states, a basis of (15)%(2s)?(2p)! is
assumed and the state of the sixth electron is given. Some states have other excited electrons and
are indicated by a superscript. Different j states are not shown since the splitting is small. Electric
dipole transitions are shown changing ¢ by one unit.
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The ground state has s = 1 and £ = 1 as we predicted. Other states labeled 2p are the ones that
Hund’s first two rules determined to be of higher energy. They are both spin singlets so its the
symmetry of the space wavefunction that is making the difference here.

26.6.3 Nitrogen Ground State

Now, with Z = 7 we have three valence 2P electrons and the shell is half full. Hund’s first rule ,
maximum total s, tells us to couple the three electron spins to s = % This is again the symmetric spin
state so we’ll need to make the space state antisymmetric. We now have the truly nasty problem
of figuring out which total ¢ states are totally antisymmetric. All I have to say is 3® 3 ® 3 =
Ts ®5ps D 3nvs DOyma ®3pa®1la®3ys. Here MS means mixed symmetric. That is; it is
symmetric under the interchange of two of the electrons but not with the third. Remember, adding
two P states together, we get total £15 = 0,1,2. Adding another P state to each of these gives total

{=1for t15=0,£=0,1,2for #1o =1, and £ =1,2,3 for /15 = 2. Hund’s second rule, maximum ¢,
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doesn’t play a role, again, because only the £ = 0 state is totally antisymmetric. Since the shell is
just half full we couple to the the lowest j = |[£ — s| = % So the ground state is 4S5
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2
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The chart of nitrogen states is similar to the chart in the last section. Note that the chart method
is clearly easier to use in this case. Our prediction of the ground state is again correct and a few
space symmetric states end up a few eV higher than the ground state.
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26.6.4 Oxygen Ground State

Oxygen, with Z = 8 has the 1S and 2S levels filled giving j = 0 as a base. It has four valence 2P
electrons which we will treat as two valence 2P holes. Hund’s first rule , maximum total s, tells
us to couple the two hole spins to s = 1. This is the symmetric spin state so we’ll need to make
the space state antisymmetric. Hund’s second rule, maximum ¢, doesn’t play a role because only
the ¢ = 1 state is antisymmetric. Since the shell is more than half full we couple to the the highest
j =+ s=2. So the ground state is 3P,.
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26.7 Homework Problems

1. List the possible spectroscopic states that can arise in the following electronic configurations:
(15)%, (2p)?, (2p)3, (2p)*, and (3d)*. Take the exclusion principle into account. Which should
be the ground state?

2. Use Hund’s rules to find the spectroscopic description of the ground states of the following
atoms: N(Z=7), K(Z=19), Sc(Z=21), Co(Z=27). Also determine the electronic configuration.

3. Use Hund’s rules to check the (S, L, J) quantum numbers of the elements with Z =14, 15, 24,
30, 34.

26.8 Sample Test Problems

1. Write down the electron configuration and ground state for the elements from Z =1 to Z = 10.
Use the standard 271 L; notation.

2. Write down the ground state (in spectroscopic notation) for the element Oxygen (Z = 8).
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27 Molecular Physics

In this section, we will study the binding and excitation of simple molecules. Atoms bind into
molecules by sharing electrons, thus reducing the kinetic energy. Molecules can be excited in three
ways.

e Excitation of electrons to higher states. F ~ 4 eV

e Vibrational modes (Harmonic Oscillator). Nuclei move slowly in background of electrons. E ~
0.1eV

e Rotational modes (L = nh). Entire molecule rotates. E ~ 0.001 eV

Why don’t atoms have rotational states?
The atomic state already accounts for electrons angular momentum around the nucleus.

About which axes can a molecule rotate?

Do you think identical atoms will make a difference?

This material is covered in Gasiorowicz Chapter 20, and in Cohen-Tannoudji et al. Com-
plements C\/I, EV[[, CX[.

27.1 The HJ Ion

The simplest molecule we can work with is the HJ ion. It has two nuclei (A and B) sharing one
electron (1).

R p is the distance between the two nuclei.

The lowest energy wavefunction can be thought of as a (anti)symmetric linear combination of an
electron in the ground state near nucleus A and the ground state near nucleus B

Vs (7 B) = C(R) [a £ ¥

1 - . . .
7a3® m4/%0 ig g 5. around nucleus A. 14 and v are not orthogonal; there is overlap.

We must compute the normalization constant to estimate the energy.

where ¥4 =

g7 = (4 £ Uplia £ ) = 2 200alu) =24 25(R)

where

2
S(R) = (Yalvs) = (1 + a—}Z + R—> e~ /a0

2
3ag

These calculations are “straightforward but tedious” (Gasiorowicz).
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We can now compute the energy of these states.

(Ho)y = m<¢Ai¢B|HOW)Ai¢B>
T ils(R)]' [(alHolva) + ($nlHolvs) £ (Ya|Holvp) + (Y| Holtha)]

(al|Hola) £ (a|HolYs)
1+ S(R)

We can compute the integrals needed.

(YalHolpa) = E +§ 1+£ o—2R/a0
All10|PA = 1 I o
62 62 R
H, = |1t 5 8 (14 2 e Rlao
(64| Holt) ( 1+R)S(R) ao( +a0)6

We have reused the calculation of S(R) in the above. Now, we plug these in and rewrite things in
terms of y = R/ap, the distance between the atoms in units of the Bohr radius.

By + % (1+ R/ag) e 27/a0 & (E1 + %) S(R) — & (1+ R/ag) e~/
1+ 5(R)
1—(2/y)A+ye 2+ [1-2/y)(1+y+y?/3)e ¥ —2(1 +y)e Y]
1+ (1+y+y2/3)e v

<H0>j: = El

The symmetric (bonding) state has a large probability for the electron to be found between nuclei.
The antisymmetric (antibonding) state has a small probability there, and hence, a much larger
energy.

The graph below shows the energies from our calculation for the space symmetric (E,) and antisym-
metric (E,,) states as well as the result of a more complete calculation (Exact Ej) as a function of the
distance between the protons R. Our calculation for the symmetric state shows a minimum arount
1.3 Angstroms between the nuclei and a Binding Energy of 1.76 eV. We could get a better estimate
by introduction some parameters in our trial wave function and using the variational method.

The antisymmetric state shows no minimum and never goes below -13.6 eV so there is no binding
in this state.
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By setting % = 0, we can get the distance between atoms and the energy.

Distance | Energy
Calculated 1.3A -1.76 eV
Actual 1.06 A | -28eV

Its clear we would need to introduce some win. parameters to get good precision.

27.2 The Hy, Molecule

The Hs molecule consists of four particles bound together: ej, es, protona, and protong. The
Hamiltonian can be written in terms of the H; Hamiltonian, the repulsion between electrons, plus
a correction term for double counting the repulsion between protons.

2 2

e e
H=H +Hy+ 2 —

ri2  Rap

P2 o2 o2 o2

2m  ram1 rp1 Ras
We wish to compute variational upper bound on Rap and the energy.
We will again use symmetric electron wavefunctions,

Ulrn.72) = grrgremyy [9A0T) + Un(D] [003) + ¥ ()] s
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where the spin singlet is required because the spatial win is symmetric under interchange.

‘)

The space symmetric state will be the ground state as before.

e2

T12

2
(WIHI) = 2B (Ran) 51—+ (¥

From this point, we can do the calculation to obtain

Distance | Energy
Calculated | 0.85 A -2.68 eV
Actual 0.74 A | -4.75 eV.

wlth a multiterm wavefunction, we could get good agreement.

27.3 Importance of Unpaired Valence Electrons

Inner (closed shell) electrons stick close to nucleus so they do not get near to other atoms. The
outer (valence) electrons may participate in bonding either by sharing or migrating to the other
atom. Electrons which are paired into spin singlets don’t bond. If we try to share one of
the paired electrons, in a bonding state, with another atom, the electron from the other atom is not
antisymmetric with the (other) paired electron. Therefore only the antibonding (or some excited
state) will work and binding is unlikely. Unpaired electrons don’t have this problem.

I 1. .. first four don’t bond!

The strongest bonds come from s and p orbitals (not d,f).

27.4 Molecular Orbitals

Even with additional parameters, parity symmetry in diatomic molecules implies we will have sym-
metric and antisymmetric wavefunctions for single electrons. The symmetric or bonding state
has a larger probability to be between the two nuclei, sees more positive charge, and is
therefore lower energy. As in our simple model of a molecule, the kinetic energy can be lowered by
sharing an electron.

There is an axis of symmetry for diatomic molecules. This means L, commutes with H and
my is a good quantum number. The different m, states, we have seen, have quite different shapes
therefore bond differently. Imagine that a valence electron is in a d state. The my = 0,41, £2 are
called molecular orbitals o, 7, § respectively. Each has a bonding and an antibonding state.

Pictures of molecular orbitals are shown for s and p states in the following figure. Both bonding
and antibonding orbitals are shown first as atomic states then as molecular. The antibonding states
are denoted by a *.
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27.5 Vibrational States

We have seen that the energy of a molecule has a minimum for some particular separation between
atoms. This looks just like a harmonic oscillator potential for small variations from the
minimum. The molecule can “vibrate” in this potential giving rise to a harmonic oscillator energy
spectrum.

We can estimate the energy of the vibrational levels. If E, ~ hw = hy/ mi, then crudely the

proton has the same spring constant vk ~ Leyime

R
k m 1
Evi ~ Py — = _Ee’\’_
PN TV M 10 v

Recalling that room temperature is about % eV, this is approximately thermal energy, infrared.
The energy levels are simply

1
E=(n+ E)ﬁwmb
Complex molecules can have many different modes of vibration. Diatomic molecules have just one.
The graph below shows the energy spectrum of electrons knocked out of molecular hydrogen by UV

photons (photoelectric effect). The different peaks correspond to the vibrational state of
the final HJ ion.

T T 1 T T

150 -1

100 *
Rate
(s™h)

50 —

0 ! | | u u VU |
2.0 3.0 4.0 5.0 6.0
E; (eV}

Can you calculate the number of vibrational modes for a molecule compose of N > 3 atoms.
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27.6 Rotational States

Molecules can rotate like classical rigid bodies subject to the constraint that angular momentum is
quantized in units of . We can estimate the energy of these rotations to be

1L2 1)h? h? 2me? 1
Erot:__:€(€+ ) =~ 2_20[777/0 %ﬂE% €V
27 27 2Ma2 M 2 M 1000

where we have used ag = % These states are strongly excited at room temperature.

-

Let’s look at the energy changes between states as we might get in a radiative transition with
Al=1.

2
o (04 1)h
27
K2 K2 h2e
AE = o7 [l+1)—(—1)] = ﬁ(%) ==

These also have equal energy steps in emitted photon energy.

With identical nuclei, ¢ is required to be even for (nuclear) spin singlet and odd for triplet. This
means steps will be larger.

A complex molecule will have three principle axes, and hence, three moments of inertia to use in
our quantized formula.

Counting degrees of freedom, which should be equal to the number of quantum numbers needed
to describe the state, we have 3 coordinates to give the position of the center of mass, 3 for the
rotational state, and 3N-6 for vibrational. This formula should be modified if the molecule is too
simple to have three principle axes.

The graph below shows the absorption coefficient of water for light of various energies. For low
energies, rotational and vibrational states cause the absorption of light. At higher energies, electronic
excitation and photoelectric effect take over. It is only in the region around the visible spectrum
that water transmits light well. Can you think of a reason for that?
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FIGURE 10-15 Absorption spectrum of water.

27.7 Examples
27.8 Derivations and Computations

27.9 Homework Problems

1. In HCI, absorption lines with wave numbers in inverse centimeters of 83.03, 103.73, 124.30,
145.05, 165.51 and 185.86 have been observed. Are these rotational or vibrational transitions?
Estimate some physical parameters of the molecule from these data.

2. What is the ratio of the number of HCI molecules in the j = 10 rotational state to that in the
j = 0 state if the gas is at room temperature?

27.10 Sample Test Problems
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28 Time Dependent Perturbation Theory

We have used time independent perturbation theory to find the energy shifts of states and to find
the change in energy eigenstates in the presence of a small perturbation. We will now consider the
case of a perturbation that is time dependent. Such a perturbation can cause transitions between
energy eigenstates. We will calculate the rate of those transitions.

This material is covered in Gasiorowicz Chapter 21, in Cohen-Tannoudji et al. Chapter
XIII, and briefly in Griffiths Chapter 9.

28.1 General Time Dependent Perturbations

Assume that we solve the unperturbed energy eigenvalue problem exactly: Ho¢n = E,¢n. Now we
add a perturbation that depends on time, V(¢). Our problem is now inherently time dependent so
we go back to the time dependent Schrédinger equation.

(Ho + V(e wit) = in 250

We will expand ¢ in terms of the eigenfunctions: (t) = 3. cx(t)pre ™ Ert/M with ¢y (t)e Ert/M =
%

or|1(t)). The time dependent Schrodinger equations is
(Gl 0) .
i , 0
S (Ho + V(1) ex(t)e Pt/ngy, = in Y %T¢k
k
S at)e B V) b = > (macaLt(t) n Ekck(t)) e—iBit/h gy,
k

S V(t)er(t)e P gy = hz‘%’“ eI

k

Now dot (¢,,| into this equation to get the time dependence of one coefficient.

ZVnk(t)ck(t)e_iEkt/h = ihacaLt(t)e—iEnt/h

den(t) )ei(Bn—Ei)t/h
ot hzv"’“ or(t

Assume that at t = 0, we are in an initial state ¥ (t = 0) = ¢; and hence all the other ¢, are equal
to zero: ¢ = 0.

acn(t) _ 1 iwnit Wkt
o = o | Vei)e +§vnk(t)ck(t)e
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Now we want to calculate transition rates. To first order, all the ¢ (t) are small compared to
¢i(t) == 1, so the sum can be neglected.

) (t) 1 .
— — Vi t TwWnit
ot 7 Vnilt)e

t
1 L
(1) ) = — iwnit . t/ dt/
i) = [ =)
0

This is the equation to use to compute transition probabilities for a general time de-
pendent perturbation. We will also use it as a basis to compute transition rates for the specific
problem of harmonic potentials. Again we are assuming t is small enough that ¢; has not changed
much. This is not a limitation. We can deal with the decrease of the population of the initial state
later.

Note that, if there is a large energy difference between the initial and final states, a slowly varying
perturbation can average to zero. We will find that the perturbation will need frequency components
compatible with w;,; to cause transitions.

If the first order term is zero or higher accuracy is required, the second order term can be computed.

In second order, a transition can be made to an intermediate state ¢, then a transition to ¢,. We

just put the first order c,(cl)(t) into the sum.

acn(t) 1 iWnit (1) Wkt
ot = = [ Vaile +§ivnk(t)ck (t)erons

t
e (t) 1

. 1 . . ’
6t = E Vni(t)elwnit + Z Vnk (t)%elw"kt / elwkit Vki (tl)dt/
k#1 0

!’

t
_1 : " ; /
D) = T > /dt”Vnk(t”)ew”kt /dt’e““’“’t Vii(t')

k#i 0

!’

t
_1 . " . ’
W) =25 / Q" Vi (£ )™ / dt'e TV (1)
ki

0

* See Example 28.3.1: *

28.2 Sinusoidal Perturbations

An important case is a pure sinusoidal oscillating (harmonic) perturbation. We can make up
any time dependence from a linear combination of sine and cosine waves. We define our
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perturbation carefully.
V(7,t) = 2V (7) cos(wt) — 2V cos(wt) = V (™" + e~ ™")

We have introduced the factor of 2 for later convenience. With that factor, we have V times a
positive exponential plus a negative exponential. As before, V depends on position but we don’t
bother to write that for most of our calculations.

Putting this perturbation into the expression for ¢, (t), we get

1 ) ,
Cn(t) = E/ewnit Vm'(t/)dt/
0
1 t
= Vi dt’ etwnit’ (eiwt’ " ﬂ-wt/)
0
t
= iVnz/dt/ (ei(wni+w)t'+ei(wm7w)t/)
ih

0

Note that the terms in the time integral will average to zero unless one of the exponents is
nearly zero. If one of the exponents is zero, the amplitude to be in the state ¢, will increase with
time. To make an exponent zero we must have one of two conditions satisfied.

W = —Wns
 EBE,-E
Yoo h
hw = Ez - En
E;, = E,+hv

This is energy conservation for the emission of a quantum of energy hw.

W = Wns
B, E
YT T
hw = E,—E;
El' = En — hw

This is energy conservation for the absorption of a quantum of energy fiw. We can see the possibility
of absorption of radiation or of stimulated emission.

For t — oo, the time integral of the exponential gives (some kind of) delta function of energy
conservation. We will expend some effort to determine exactly what delta function it is.

Lets take the case of radiation of an energy quantum hw. If the initial and final states have
energies such that this transition goes, the absorption term is completely negligible. (We can just
use one of the exponentials at a time to make our formulas simpler.)

The amplitude to be in state ¢, as a function of time is

t
1 . /
. ¢ _ _Vnz dt/ (wnitw)t
en(t) 7 / e
0
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Vi [eiwmwt’ -
ih | i(wn; +w) vo
Vni ei(wm—i-w)t -1

~ ih { i(wni +w) }

_ ﬁei(wm—i—w)t/Q ei(wni+w)t/2 _ e—i(wyli+w)t/2
ih t(wni +w)

_ Vai i(unitwye/2 280 (Wni +w)t/2)
ih i(Wni + w)
V2 [4sin? ((wni +w)t/2)

Po(t) = 72 (wni + w)?

In the last line above we have squared the amplitude to get the probability to be in the final state.

The last formula is appropriate to use, as is, for short times. For long times (compared to — 1 vy

which can be a VERY short time), the term in square brackets looks like some kind of delta function.

We will show (See section 28.4.1), that the quantity in square brackets in the last equation is
27t 0(wpi + w). The probability to be in state ¢, then is

V2 27V2 27V2
P,.(t) = h’; 27t § (Wi +w) = % §(Wni +w)t = % 0(Fn — F; + hw)t

The probability to be in the final state ¢,, increases linearly with time. There is a delta function
expressing energy conservation. The frequency of the harmonic perturbation must be set so that
hiw is the energy difference between initial and final states. This is true both for the (stimulated)
emission of a quantum of energy and for the absorption of a quantum.

Since the probability to be in the final state increases linearly with time, it is reasonable to describe
this in terms of a transition rate. The transition rate is then given by

P,  2rV2
7 = 5 5(En—Ei—|—fLw)

Fi%n =

We would get a similar result for increasing F (absorbing energy) from the other exponential.

2V
Tisyn = % 8(E, — E; — hw)

It does not make a lot of sense to use this equation with a delta function to calculate the transition
rate from a discrete state to a discrete state. If we tune the frequency just right we get infinity
otherwise we get zero. This formula is what we need if either the initial or final state is a continuum
state. If there is a free particle in the initial state or the final state, we have a continuum state. So,
the absorption or emission of a particle, satisfies this condition.

The above results are very close to a transition rate formula known as Fermi’s Golden Rule.
Imagine that instead of one final state ¢,, there are a continuum of final states. The total rate
to that continuum would be obtained by integrating over final state energy, an integral done simply
with the delta function. We then have
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where py(E) is the density of final states. When particles (like photons or electrons) are emitted,
the final state will be a continuum due to the continuum of states available to a free particle. We
will need to carefully compute the density of those states, often known as phase space.

28.3 Examples
28.3.1 Harmonic Oscillator in a Transient E Field

Assume we have an electron in a standard one dimensional harmonic oscillator of frequency w in its
ground state. An weak electric field is applied for a time interval T'. Calculate the probability to
make a transition to the first (and second) excited state.

The perturbation is eEx for 0 < t < T and zero for other times. We can write this in terms of the
raising an lowering operators.
h
V=eB\/—(A+ AT
2mw( +47)
We now use our time dependent perturbation result to compute the transition probability to the
first excited state.

t

_ 1 iwnit’ Ny (4 4!
cn(t) = - |¢ Vi (t)dt
0
T
o = emy /T [t 1144 atoyar
! ih 2mw
0
E | h r
€ iwt’ 341
= —4/— O dt
ih V 2mw €
0
AT
ek h et
TRV 2mw | w
0
el h T
hw V 2mw [e }
_ _eE h oiwT/2 [ein/Q _ g—iwT/2
hw V 2mw
E hoo
= —;—w 5T/ 2i sin(wT/2)
e2E? h .9
P1 = Wmllsln (LLJT/2)
2¢?E?

P = TsinQ(wT/Q)

mhw3



396

As long as the E field is weak, the initial state will not be significantly depleted and the assumption
we have made concerning that is valid. We do see that the transition probability oscillates with the
time during which the E field is applied. We would get a (much) larger transition probability if we
applied an oscillating E field tuned to have the right frequency to drive the transition.

Clearly the probability to make a transition to the second excited state is zero in first order. If we
really want to compute this, we can use our first order result for ¢; and calculate the transition

probability to the n = 2 state from that. This is a second order calculation. Its not too bad to do
since there is only one intermediate state.

28.4 Derivations and Computations
28.4.1 The Delta Function of Energy Conservation

For harmonic perturbations, we have derived a probability to be in the final state ¢, proportional
to the following.

o [

For simplicity of analysis lets consider the characteristics of the function

in” i T W in?
9(A =wp +w) = |:481n (wni + )t/Q)] _ 4sin® (At/2)

(Wni + W)2t2 A2¢2

for values of t >> %. (Note that we have divided our function to be investigated by t?. For A = 0,
g(A) = 1 while for all other values for A, g(A) approaches zero for large ¢. This is clearly some
form of a delta function.

To find out exactly what delta function it is, we need to integrate over A.

o0 oo

/dAﬂmmm ﬂA:m/dAmm

— 00 — 00

T in? (A
- f(A:O)/dA%

— fA=0) / dAZLSZli;(y)
2 T sin?(y)

~ fa=07 [a=
2 T sin?(y)

- fa=0F [ 4=

We have made the substitution that y = %. The definite integral over y just gives 7 (consult your
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table of integrals), so the result is simple.

/dAf(A)g(A) = f(A:0>277T
o(8) = Zs(a)

4sin? ((wni +w)t/2) _ 4w

{ o } = 27t §(wni + w)

Q.E.D.

28.5 Homework Problems

1. A hydrogen atom is placed in an electric field which is unifor_m in space and turns on at ¢ =0
then decays exponentially. That is, E(t) = 0 for t < 0 and E(t) = Ege 7" for t > 0. What is
the probability that, as ¢ — oo, the hydrogen atom has made a transition to the 2p state?

2. A one dimensional harmonic oscillator is in its ground state. It is subjected to the additional
potential W = —efx for a a time interval 7. Calculate the probability to make a transition to
the first excited state (in first order). Now calculate the probability to make a transition to
the second excited state. You will need to calculate to second order.

28.6 Sample Test Problems

1. A hydrogen atom is in a uniform electric field in the z direction which turns on abruptly at
t = 0 and decays exponentially as a function of time, E(t) = Ege~*/7. The atom is initially
in its ground state. Find the probability for the atom to have made a transition to the 2P
state as t = 0o. You need not evaluate the radial part of the integral. What z components of
orbital angular momentum are allowed in the 2P states generated by this transition?
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29 Radiation in Atoms

Now we will go all the way back to Plank who proposed that the emission of radiation be in quanta
with ' = hw to solve the problem of Black Body Radiation. So far, in our treatment of atoms, we
have not included the possibility to emit or absorb real photons nor have we worried about the
fact that Electric and Magnetic fields are made up of virtual photons. This is really the realm of
Quantum Electrodynamics, but we do have the tools to understand what happens as we quantize
the EM field.

We now have the solution of the Harmonic Oscillator problem using operator methods. Notice that
the emission of a quantum of radiation with energy of Aw is like the raising of a Harmonic
Oscillator state. Similarly the absorption of a quantum of radiation is like the lowering of a HO
state. Plank was already integrating over an infinite number of photon (like HO) states, the same
integral we would do if we had an infinite number of Harmonic Oscillator states. Plank was also
correctly counting this infinite number of states to get the correct Black Body formula. He did it
by considering a cavity with some volume, setting the boundary conditions, then letting the volume
go to infinity.

This material is covered in Gasiorowicz Chapter 22, in Cohen-Tannoudji et al. Chapter
XIII, and briefly in Griffiths Chapter 9.

29.1 The Photon Field in the Quantum Hamiltonian

The Hamiltonian for a charged particle in an ElectroMagnetic field (See Section 20.1) is given by

H= % (ﬁ+ SE)Z) + V().

Lets assume that there is some ElectroMagnetic field around the atom. The field is not
extremely strong so that the A? term can be neglected (for our purposes) and we will work in the
Coulomb gauge for which p- A = %V - A = 0. The Hamiltonian then becomes

2
e - .
H=~ p——|——A~p—|—V(r).
2m  mc

Now we have a potentially time dependent perturbation that may drive transitions between
the atomic states. e

V=—A-p
me

Lets also assume that the field has some frequency w and corresponding wave vector k. (In fact,
and arbitrary field would be a linear combination of many frequencies, directions of propagation,
and polarizations.)

AP t) = 24, cos(k - 7 — wt)

where Ay is a real vector and we have again introduced the factor of 2 for convenience of splitting
the cosine into two exponentials.

We need to quantize the EM field into photons satisfying Plank’s original hypothesis, £ = hw. Lets
start by writing A in terms of the number of photons in the field (at frequency w and wave
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vector k). Using classical E&M to compute the energy in a field (See Section 29.14.1) represented
by a vector potential A(7,t) = 2A4g cos(k - ¥ — wt), we find that the energy inside a volume V is

w?

27TC2V|A0|2 = Nhw.

FEnergy =

We may then turn this around and write A in terms of the number of photons N.

2mre? B 2rhe? N

Anl? = NhwZ—_
| 4o W —
1
Yo 2mhe2N 12 | I
A('f’a t) = |:T:| € (2 COS(k L= wt))
1
Y 2rhe®N | 2 L .
7 = - - - ~ | L i(k-F—wt) —i(k-F—wt)
A(7, 1) [ oV } € (e +e )

We have introduced the unit vector é to give the direction (or polarization) of the vector potential.
We now have a perturbation that may induce radiative transitions. There are terms with both
negative and positive w so that we expect to see both stimulated emission of quanta and
absorption of quanta in the the presence of a time dependent EM field.

But what about decays of atoms with no applied field? Here we need to go beyond our classical
E&M calculation and quantize the field. Since the terms in the perturbation above emit or absorb
a photon, and the photon has energy hw, lets assume the number of photons in the field is
the n of a harmonic oscillator. It has the right steps in energy. Essentially, we are postulating
that the vacuum contains an infinite number of harmonic oscillators, one for each wave vector (or
frequency...) of light.

We now want to go from a classical harmonic oscillator to a quantum oscillator, in which the ground
state energy is not zero, and the hence the perturbing field is never really zero. We do this by
changing N to N +1 in the term that creates a photon in analogy to the raising operator Af
in the HO. With this change, our perturbation becomes

2he? 3
wV

AFt) = [ ¢ (VNeiEran 4 YNy TemiRren)
Remember that one exponential corresponds to the emission of a photon and the other corresponds
to the the absorption of a photon. We view A as an operator which either creates or absorbs a

photon, raising or lowering the harmonic oscillator in the vacuum.

Now there is a perturbation even with no applied field (N = 0).

1
2 2 -
V=0 = Vn—oet = i/f.ﬁ: © PWTLC w : e i(F—wt) |

We can plug this right into our expression for the decay rate (removing the e™? into the delta
function as was done when we considered a general sinusoidal time dependent perturbation). Of
course we have this for all frequencies, not just the one we have been assuming without justification.
Also note that our perturbation still depends on the volume we assume. This factor will be
canceled when we correctly compute the density of final states.
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We have taken a step toward quantization of the EM field, at least when we emit or absorb a
photon. With this step, we can correctly compute the EM transition rates in atoms. Note that we
have postulated that the vacuum has an infinite number of oscillators corresponding to the different
possible modes of EM waves. When we quantize these oscillators, the vacuum has a ground state
energy density in the EM field (equivalent to half a photon of each type). That vacuum EM field
is then responsible for the spontaneous decay of excited states of atoms through the emission of a
photon. We have not yet written the quantum equations that the EM field must satisfy, although
they are closely related to Maxwell’s equations.

29.2 Decay Rates for the Emission of Photons

Our expression for the decay rate of an initial state ¢; into some particular final state ¢, is

V2
T, = ”h i §(E, — By + hw).

The delta function reminds us that we will have to integrate over final states to get a sensible answer.
Nevertheless, we proceed to include the matrix element of the perturbing potential.

Taking out the harmonic time dependence (to the delta function) as before, we have the matrix
element of the perturbing potential.

2he?
wV

e

Vi = <¢n|%ffﬁ|¢z> = [

} " (Gale= T Fln)

We just put these together to get

2 €2 [27hc? iR 2
T = s |20 Honle e o012 68, — i+
, (27)262 —ik-7 s A2 )
Lisn M2V [(dnle €-pléi)|” 6(En — B + hw)

We must sum (or integrate) over final states. The states are distinguishable so we add the decay
rates, not the amplitudes. We will integrate over photon energies and directions, with the aid of
the delta function. We will sum over photon polarizations. We will sum over the final atomic states
when that is applicable. All of this is quite doable. Our first step is to understand the number of
states of photons as Plank (and even Rayleigh) did to get the Black Body formulas.

29.3 Phase Space: The Density of Final States

We have some experience with calculating the number of states for fermions in a 3D box (See Section
13.1.1). For the box we had boundary conditions that the wavefunction go to zero at the wall of the
box. Now we wish to know how many photon states are in a region of phase space centered on
the wave vector k with (small) volume in k-space of d®k. (Remember w = |k|c for light.) We will
assume for the sake of calculation that the photons are confined to a cubic volume in position space
of V = L3 and impose periodic boundary conditions on our fields. (Really we could require the
fields to be zero on the boundaries of the box by choosing a sine wave. The PBC are equivalent to



401

this but allow us to deal with single exponentials instead of real functions.) Our final result, the
decay rate, will be independent of volume so we can let the volume go to infinity.

koL = 2mn, dn, = Zdk,
kyL = 2mn, dn, = %dky
k.L =2mn, dn, = Ldk

& = e d’h = G dk

That was easy. We will use this phase space formula for decays of atoms emitting a photon. A
more general phase space formula (See Section 29.14.2) based on our calculation can be used with
more than one free particle in the final state. (In fact, even our simple case, the atom recoils in the
final state, however, its momentum is fixed due to momentum conservation.)

29.4 Total Decay Rate Using Phase Space

Now we are ready to sum over final (photon) states to get the total transition rate. Since both the
momentum of the photon and the electron show up in this equation, we will label the electron’s
momentum to avoid confusion.

3 3
Tt = Z Lisn — Z/ vd k Tisn Z/ Vd

E,pol
Vdp 27T iR
- Z/ m2wV|<¢n| FTe) - Peldi) P 6(En — Ei + hw)
e —ik-T 2
= WZ/ —C1(@ule™ TN - 5i]6) [ (Ey — Bi + hw)

p2d(hw)dQ T . .
- 27rh3m2 Z/ ¢ <¢ le e - peldi) [ (B — Ei + hw)

= 2 / pd(ﬁw)d@vl<¢nle‘i’”€“> Bel6a) 2 8(En — By + Tw)

21h2m2c?

_ 72/]5 B 40, | (@uleF e - 2o 2

21h2m2e?

ik- TA
1—‘tot 27Th2m2 3 Z/dﬂ | (bn'e pe|¢z>|

This is the general formula for the decay rate emitting one photon. Depending on the problem, we
may also need to sum over final states of the atom. The two polarizations are transverse to the
photon direction, so they must vary inside the integral.

A quick estimate of the decay rate of an atom (See Section 29.14.3) gives

T =~ 50 psec.
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29.5 Electric Dipole Approximation and Selection Rules

We can now expand the e 7 ~ 1 — ik - 7+ ... term to allow us to compute matrix elements more
easily. Since ki 5 and the matrix element is squared, our expansion will be in powers of a?
which is a small number. The dominant decays will be those from the zeroth order approximation
which is .

iR o 1.

This is called the Electric dipole approximation.

In this Electric Dipole approximation, we can make general progress on computation of the matrix
2
element. If the Hamiltonian is of the form H = 2 4V and [V,7] = 0, then

_Ip

Tm

[H, 7]

and we can write = “2[H,7] in terms of the commutator.

Q

(dule™® e bl p) € (GnlPe|di)

m

im(E, — E;)

e = Y

This equation indicates the origin of the name Electric Dipole: the matrix element is of the vector
7 which is a dipole.

We can proceed further, with the angular part of the (matrix element) integral.

oo

<¢n|€ : F|¢l> = /7”2d7°RZnéanm /dQY}:mné : mimi
0

= / r*drR}, ; R, / dQYS L € PYgm,
0
€z 8in 0 cos ¢ + €, sinfsin ¢ + €, cos

47 —€, + 1€ € + 1€
= ¢/ = | &Y + 2 VY, —l—iy}/)
3 < 10 o) 11 NG 1-1

4m r 3 / ( —€5 + i€y €z + i€y )
\/—= [ r°drR}, , Ru.e, | dQY; .. (€. Yi0+ YY1 + “Yi-1 | Yo,m,
3 0/ il dinge Lnmin 10 NG 11 /2 1-1 | Ye

>
>
Il

(dnlé- T1oi)

At this point, lets bring all the terms in the formula back together so we know what we are doing.

(B — Ey —ikT(N) | =
P = SB[ (6l e o)
A

21h2m2e3
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) 2
—————(dnlé-T1i)

- 27rhzm2c3 Z/dQ
uwW; )
- ﬁZ/dewew»F
A

This is a useful version of the total decay rate formula to remember.

3
chm N
Diot = 53 Ay [P |€ - 71¢i)|*

We proceed with the calculation to find the E1 selection rules.

3 4 : . 2
oy, m —€x 1€y €z 1+ 1€y
= 5 X ey <¢’n u

e + Yi_
NG NG 1—1

€. Y0 +

)

- ‘;‘:cg Z/dQ7 ,/% /TBdTR;;MRMi /dQYj;mn <ezyw + %YH + %y“) Yoo,
0

We will attempt to clearly separate the terms due to (¢, |€ - ¥]¢;) for the sake of modularity of the
calculation.

The integral with three spherical harmonics in each term looks a bit difficult, but, we can use
a Clebsch-Gordan series like the one in addition of angular momentum to help us solve
the problem. We will write the product of two spherical harmonics in terms of a sum of spherical
harmonics. Its very similar to adding the angular momentum from the two Ys. Its the same
series as we had for addition of angular momentum (up to a constant). (Note that things
will be very simple if either the initial or the final state have ¢ = 0, a case we will work out below for
transitions to s states.) The general formula for rewriting the product of two spherical harmonics
(which are functions of the same coordinates) is

’Z%? 2@1 +1)(205 + 1)

m(20+1)

nlml (97 (b)yvfzmz (97 (b) =
(=]01—102]

The square root and (£0]¢1¢200) can be thought of as a normalization constant in an otherwise
normal Clebsch-Gordan series. (Note that the normal addition of the orbital angular momenta of
two particles would have product states of two spherical harmonics in different coordinates, the
coordinates of particle one and of particle two.) (The derivation of the above equation involves a
somewhat detailed study of the properties of rotation matrices and would take us pretty far off the
current track (See Merzbacher page 396).)

First add the angular momentum from the initial state (Yz,m,;) and the photon (Yi,,,) using the

Clebsch-Gordan series, with the usual notation for the Clebsch-Gordan coefficients (¢,,m,, |[¢;1m;m).

£i+1

Ylm (97 (b)nlml (97 (b) = Z

o=|6; 1|

2@ 3(26i+1)

25 T 1) <€0|fi100> (E(m + mi)|€i1mim>Yg(mi+m) (6‘, (;5)

<€O|€1£200> <f(m1+m2) |£1€2m1m2>§/g(m1+m2) (6‘, (]5)

2
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3(26; + 1)

N —€; + 1 z 1
/dQ}/Enmn <€z}/10 + %ifll + € \/iey
3(20; + 1)

47T(2€n+1)<€ 0]¢;100) <e (Lm0 1m;0) +

Y11> }/Zlml

—€z i€y

V2

€ + i€y

V2

I remind you that the Clebsch-Gordan coefficients in these equations are just numbers which are
less than one. They can often be shown to be zero if the angular momentum doesn’t add up. The
equation we derive can be used to give us a great deal of information.

o0

R (2¢; +1) /3
(ule - 7161) ) (n0100) [ P drR R,
0
—€z + i€y € + 1€y

(ez (lymp|€:1m;0) + (Comy |[€i1m; — 1>>

V2 V2

We know, from the addition of angular momentum, that adding angular momentum 1 to ¢; can only
give answers in the range |¢; — 1| < £, < £1 + 1 so the change in in ¢ between the initial and final
state can only be A¢ = 0,+1. For other values, all the Clebsch-Gordan coefficients above will be
Zero.

We also know that the Yi,, are odd under parity so the other two spherical harmonics must have
opposite parity to each other implying that ¢,, # £;, therefore

Al = +£1.

We also know from the addition of angular momentum that the z components just add like integers,
so the three Clebsch-Gordan coefficients allow

Am =0, £1.

We can also easily note that we have no operators which can change the spin here. So certainly
As = 0.

We actually haven’t yet included the interaction between the spin and the field in our calculation,
but, it is a small effect compared to the Electric Dipole term.

The above selection rules apply only for the Electric Dipole (E1) approximation. Higher order terms
in the expansion, like the Electric Quadrupole (E2) or the Magnetic Dipole (M1), allow other decays
but the rates are down by a factor of @ or more. There is one absolute selection rule coming from
angular momentum conservation, since the photon is spin 1. No j = 0 to j = 0 transitions in
any order of approximation.

As a summary of our calculations in the Electric Dipole approximation, lets write out the decay rate
formula.
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29.6 Explicit 2p to 1s Decay Rate

Starting from the summary equation for electric dipole transitions, above,

aw? 47 7 —€z + 1€ €, + 1€
Lo = —2 A, |\ = [ rPdrR: , Ry, | QY Yo+ ———2Vi 4+ 2V | Yoo,
tot = 5 2 ;/ %l 3 /T Tiipy 0, 1&/ Lo (6 10 + NG 11+ NG 1 1) Cims
0

we specialize to the 2p to 1s decay,

aw? 4 7 —€, + 1€ € + i€
Dior = —2 A [\ = [ rdrRioRa1 | dQYgy ( €.Yi0 + ——2Y; 2T YY) Vi,
tot 27T02;/ ¥ 30/7° riigg 21/ 00(6 10+ NG 11+ NG 11) 1m;

perform the radial integration,
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and perform the angular integration.

—€, + 1€ €x + 1€
/dQ Yoo <€zY10+ NG YY1 + NG lel) Yim,

T i€y

1 —€ €x + 1€
= — [dQ(e.Yio+ Yii + yy_>Ymv
\/E/ ( 10 NG 11 NG 1-1 | Yim;
1 —Cz ' T '
- (€Z6Mi0+w5mi(1)+6 —i—zeyémil)

Vir V2 V2

—€, + 1€ €z + 1€
‘/dQ Yoo <€zY10+ NG YY1 + NG lel) Yim,

1 1
= I (635%-0 + 5(% + 612,)(57717;(71) + 5mi1))

2

Lets assume the initial state is unpolarized, so we will sum over m; and divide by 3, the number of
different m; allowed.

1 . —€z + 1€y € + i€y 2
3 Z aQ Yy, (€Yot Yii + Yie1 ) Yom,

V2 V2
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1
<535mi0 + §(€§ + 672;)(67711'(—1) + 5mi1))

1 1
= e+ 5(% +e)(l+ 1))

1 2 2 2
= E (ez + e, + ey)
_ 1
N 127

Our result is independent of photon polarization since we assumed the initial state was unpolarized,
but, we must still sum over photon polarization. Lets assume that we are not interested in measuring
the photon’s polarization. The polarization vector is constrained to be perpendicular to the photons
direction

€-k,=0

so there are two linearly independent polarizations to sum over. This just introduces a factor of two
as we sum over final polarization states.

The integral over photon direction clearly just gives a factor of 47 since there is no direction depen-
dence left in the integrand (due to our assumption of an unpolarized initial state).

() o] et s (3]

29.7 General Unpolarized Initial State

1 4awm
120 9¢2

3
Pror = =57 (2)(4m)

If we are just interested in the total decay rate, we can go further. The decay rate should not depend
on the polarization of the initial state, based on the rotational symmetry of our theory. Usually
we only want the total decay rate to some final state so we sum over polarizations of the photon,
integrate over photon directions, and (eventually) sum over the different m,, of the final state atoms.
We begin with a simple version of the total decay rate formula in the E1 approximation.

l—‘tot = 271'62 Z/dﬂ | ¢n|6 T|¢z>|
— =) 2
Lo = o Z [ loulion 4

Tiot = 271_62 Z/dﬂ [P - e|

FiEoiE =

dQ,|7i|? cos? ©

Where O is the angle between the matrix element of the position vector 7,; and the polarization
vector €. It is far easier to understand the sum over polarizations in terms of familiar vectors in
3-space than by using sums of Clebsch-Gordan coefficients.
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Lets pick two transverse polarization vectors (to sum over) that form a right handed system with

the direction of photon propagation. .
eW x e@ = |

The figure below shows the angles, basically picking the photon direction as the polar axis, and the
¢ direction as what is usually called the x-axis.

&

The projection of the vector 7,; into the transverse plan gives a factor of sin@. It is then easy to see
that

cos®; = sinfcos¢

cos®y = sinfsing

The sum of cos? © over the two polarizations then just gives sin? §. Therefore the decay rate becomes

3
oW .
Tt = mn E /dQV|rm|2cosz®
by

2mc?

OZWB

Tiot = o 2|l / dQ2, sin® 0

OZW?’

Tiot = 2#2721 Fm-|227r/d(cos 6) sin” 6

1
3
_ QWin o2 2
Tit = 52 Tl 27T/d(cos6‘)(1 — cos” 6)6

-1
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1

3
QWs
mn |2 |2 2
Fior = 5o T 27T/dx(1 —°)
-1
3 371
QUWs T
mn |2 |2
Tior = 5 Tri| 227 |2 — —
2rc 314
3
QwW; 2
Ftt = lnF'227T 2— =
° 27c? il 3
3
Tt = Oin 7 |28_7T
° 22 ™M 3
3
T _ 4‘awzn = 12
tot - 302 Tnz|

This is now a very nice and simple result for the total decay rate of a state, summed over photon
polarizations and integrated over photon direction.

3
Lo daws, | 12
tot — %CQ rnz|

We still need to sum over the final atomic states as necessary. For the case of a transition in a
single electron atom Ypen — Ynerm: + 7, summed over m/, the properties of the Clebsch-Gordan
coefficients can be used to show (See Merzbacher, second edition, page 467).

- 2
4 3 £+1
Tior = ozw;n { 25}1 } / R’y Ryr® dr for V= {2+ 1
3¢ 31/ |y -

The result is independent of m as we would expect from rotational symmetry.

As a simple check, lets recompute the 2p to 1s decay rate for hydrogen. We must choose the ¢/ = £—1
case and ¢ = 1.

daw?, . daw?, X
Tior = 302 T—l—l / R10R21r3 dr| = 0c2 /R10R21r3 dr
0 0

This is the same result we got in the explicit calculation.

29.8 Angular Distributions

We may also deduce the angular distribution of photons from our calculation. Lets take the 2p to
1s calculation as an example. We had the equation for the decay rate.

aw? 47 7 —€; + i€ € + i€
Tiot = —2 dQ, v/ = [ rP*drR;,R QY [ e.Y; r Yy, Y ) Vi
tot 27TC2;/ ol 3/7’7’10 21/ oo(E 10+ 72 11 + NG 1-1 ) Yim,
0

2
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We have performed that radial integration which will be unchanged. Assume that we start in a
polarized state with m; = 1. We then look at our result for the angular integration in the matrix
element

2

N —€5 + 1€ €x + 1€
‘/dQYOO (Ezylo + 73 YY1 + NG yY11> Yim,

1 1
= — (ei&mo + (& + ) (mi(—1) + 5mi1)>

47 2
_ 1 1 2 2
T i (2(%“1/))

where we have set m; = 1 eliminating two terms.

Lets study the rate as a function of the angle of the photon from the z axis, 6. The rate will be
independent of the azimuthal angle. We see that the rate is proportional to €2 + 65. We still must
sum over the two independent transverse polarizations. For clarity, assume that ¢ = 0 and the
photon is therefore emitted in the x-z plane. One transverse polarization can be in the y direction.
The other is in the x-z plane perpendicular to the direction of the photon. The x component is
proportional to cosf,. So the rate is proportional to €2 + 612/ =1+ cos?0,.

If we assume that m; = 0 then only the e, term remains and the rate is proportional to €2. The
angular distribution then goes like sin? 0.

29.9 Vector Operators and the Wigner Eckart Theorem

There are some general features that we can derive about operators which are vectors, that is,
operators that transform like a vector under rotations. We have seen in the sections on the Electric
Dipole approximation and subsequent calculations that the vector operator 7 could be written as
its magnitude r and the spherical harmonics Y7,,. We found that the Y7,, could change the orbital
angular momentum (from initial to final state) by zero or one unit. This will be true for any vector
operator.

In fact, because the vector operator is very much like adding an additional £ = 1 to the initial state
angular momentum, Wigner and Eckart proved that all matrix elements of vector operators can be
written as a reduced matrix element which does not depend on any of the m, and Clebsch-Gordan
coefficients. The basic reason for this is that all vectors transform the same way under rotations, so
all have the same angular properties, being written in terms of the Y7,,.

Note that it makes sense to write a vector V in terms of the spherical harmonics using
Ve £iV,

Vi = 7

and
Vo =V..
We have already done this for angular momentum operators.
Lets consider our vector V¢ where the integer ¢ runs from -1 to +1. The Wigner-Eckart theorem

says
(o j'm' |V |ajm) = (j'm/|jlmag)(a’j'||V||af)



410

Here o represents all the (other) quantum numbers of the state, not the angular momentum quantum
numbers. jm represent the usual angular momentum quantum numbers of the states. (o/j'||V||ayj)
is a reduced matrix element. Its the same for all values of m and ¢. (Its easy to understand that if
we take a matrix element of 107 it will be 10 times the matrix element of r. Nevertheless, all the
angular part is the same. This theorem states that all vectors have essentially the same angular
behavior. This theorem again allows us to deduce that Al = —1,0. + 1.

The theorem can be generalized for spherical tensors of higher (or even lower) rank than a vector.

29.10 Exponential Decay

We have computed transition rates using our theory of radiation. In doing this, we have assumed
that our calculations need only be valid near t = 0. More specifically, we have assumed that we start
out in some initial state ¢ and that the amplitude to be in that initial state is one. The probability
to be in the initial state will become depleted for times on the order of the lifetime of the state. We
can account for this in terms of the probability to remain in the initial state.

Assume we have computed the total transition rate.
1—‘tot = ZFZ—)n
n
This transition rate is the probability per unit time to make a transition away from the initial state

evaluated at t = 0. Writing this as an equation we have.

dP;
dt

= _Ftot
t=0

For larger times we can assume that the probability to make a transition away from the initial state
is proportional to the probability to be in the initial state.

dPi(t)
dt

=Tt Pi(t)

The solution to this simple first order differential equation is
Pi(t) = Pt = 0)e !

If you are having any trouble buying this calculation, think of a large ensemble of hydrogen atoms
prepared to be in the 2p state at ¢ = 0. Clearly the number of atoms remaining in the 2p state will
obey the equation

dNogy ()

2200, Nap(t
i tot Nop(t)

and we will have our exponential time distribution.

We may define the lifetime of a state to the the time after which only % of the decaying state remains.

1
1—‘tot

T
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29.11 Lifetime and Line Width

Now we have computed the lifetime of a state. For some atomic, nuclear, or particle states, this
lifetime can be very short. We know that energy conservation can be violated for short times

according to the uncertainty principle

AEAt < g

This means that a unstable state can have an energy width on the order of

AFE ~ P ot .
2

We may be more quantitative. If the probability to be in the initial state is proportional to e~ T?,

then we have
[Wi(t)]? = e
1/}1(0 o 67Ft/2

1/}1_ (t) o e—iEit/he—Ft/Q

We may take the Fourier transform of this time function to the the amplitude as a function of
frequency.

di(w) o ¥;(t) e“tdt
/

x / o—iEit/h,—Tt/2 jiwt gy

0
[e'e)

_ /efzwgteth/Zezwtdt

We may square this to get the probability or intensity as a function of w (and hence F = hw).

1

(w—wo)? + %2

Liw) = |di(w)* =

This gives the energy distribution of an unstable state. It is called the Breit-Wigner line shape.
It can be characterized by its Full Width at Half Maximum (FWHM) of T.

The Breit-Wigner will be the observed line shape as long as the density of final states is nearly
constant over the width of the line.
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As T — 0 this line shape approaches a delta function, é(w — wyp).

For the 2p to 1s transition in hydrogen, we've calculated a decay rate of 0.6 x 10° per second. We
can compute the FWHM of the width of the photon line.

(1.05 x 10=%7erg sec)(0.6 x 10%sec™1)
1.602 x 10~ 2erg/eV

AE =hD = ~ 0.4 x 107 %V

Since the energy of the photon is about 10 eV, the width is about 10~7 of the photon energy. Its
narrow but not enough for example make an atomic clock. Weaker transitions, like those from E2
or M1 will be relatively narrower, allowing use in precision systems.

29.11.1 Other Phenomena Influencing Line Width

We have calculated the line shape due to the finite lifetime of a state. If we attempt to measure
line widths, other phenomena, both of a quantum and non-quantum nature, can play a role in the
observed line width. These are:

e Collision broadening,

e Doppler broadening, and

e Recoil.
Collision broadening occurs when excited atoms or molecules have a large probability to change state
when they collide with other atoms or molecules. If this is true, and it usually is, the mean time
to collision is an important consideration when we are assessing the lifetime of a state. If the mean

time between collisions is less than the lifetime, then the line-width will be dominated by collision
broadening.

An atom or molecule moving through a gas sweeps through a volume per second proportional to its
cross section ¢ and velocity. The number of collisions it will have per second is then

r.= Ncollision/sec = nvo

where n is the number density of molecules to collide with per unit volume. We can estimate the
velocity from the temperature.

1
Zme? = §kT
2 2
3kT
VRMS =\ ——
m
3kT
I'.=ny\/—oc
m

The width due to collision broadening increases with he pressure of the gas. It also depends on
temperature. This is basically a quantum mechanical effect broadening a state because the state
only exists for a short period of time.
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Doppler broadening is a simple non-quantum effect. We know that the frequency of photons is
shifted if the source is moving — shifted higher if the source is moving toward the detector, and
shifted lower if it is moving away.

Ll

Aw = —w

c
Aw  JET/m  [kT
w c —Vome?

This becomes important when the temperature is high.

Finally, we should be aware of the effect of recoil. When an atom emits a photon, the atom must
recoil to conserve momentum. Because the atom is heavy, it can carry a great deal of momentum
while taking little energy, still the energy shift due to recoil can be bigger than the natural line
width of a state. The photon energy is shifted downward compared to the energy difference between
initial and final atomic states. This has the consequence that a photon emitted by an atom will
not have the right energy to be absorbed by another atom, raising it up to the same excited state
that decayed. The same recoil effect shifts the energy need to excite a state upward. Lets do the
calculation for Hydrogen.

ﬁH:ﬁ'y

_E

p’y"“?

[ A
2m,  2myc?
AE E

F " ame

For our 2p to 1s decay in Hydrogen, this is about 10 eV over 1860 MeV, or less than one part in
108. One can see that the effect of recoil becomes more important as the energy radiated increases.
The energy shift due to recoil is more significant for nuclear decays.

29.12 Phenomena of Radiation Theory
29.12.1 The Mdssbauer Effect

In the case of the emission of x-rays from atoms, the recoil of the atom will shift the energy of
the x-ray so that it is not reabsorbed. For some experiments it is useful to be able to measure the
energy of the x-ray by reabsorbing it. One could move the detector at different velocities to find
out when re-absorption was maximum and thus make a very accurate measurement of energy shifts.
One example of this would be to measure the gravitational red (blue) shift of x-rays.

Mossbauer discovered that atoms in a crystal need not recoil significantly. In fact, the whole crystal,
or at least a large part of it may recoil, making the energy shift very small. Basically, the atom
emitting an x-ray is in a harmonic oscillator (ground) state bound to the rest of the crystal. When
the x-ray is emitted, there is a good chance the HO remains in the ground state. An analysis shows
that the probability is approximately

Py = e~ Erecoit/hwno
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Thus a large fraction of the radiation is emitted (and reabsorbed) without a large energy shift.
(Remember that the crystal may have 10%® atoms in it and that is a large number.

The Mossbauer effect has be used to measure the gravitational red shift on earth. The red shift
was compensated by moving a detector, made from the same material as the emitter, at a velocity
(should be equal to the free fall velocity). The blue shift was measured to be

A
28 (513 4£0.51) x 1071
w

when 4.92 x 1071® was expected based upon the general principle of equivalence.

29.12.2 LASERs

Light Amplification through Stimulated Emission of Radiation is the phenomenon with the acronym
LASER. As the name would indicate, the LASER uses stimulated emission to genrate an intense
pulse of light. Our equations show that the decay rate of a state by emission of a photon is propor-
tional to the number (plus one) of photons in the field (with the same wave-number as the photon
to be emitted).

2he? 3
wV

P (\/Nei(f?—wt) n \/N—_i_le—i(ﬁ-?—wt))

Here “plus one” is not really important since the number of photons is very large.

Lets assume the material we wish to use is in a cavity. Assume this material has an excited state
that can decay by the emission of a photon to the ground state. In normal equilibrium, there will
be many more atoms in the ground state and transitions from one state to the other will be in
equilibrium and black body radiation will exist in the cavity. We need to circumvent equilibrium to
make the LASER work. To cause many more photons to be emitted than are reabsorbed a LASER
is designed to produce a poplation inversion. That is, we find a way to put many more atoms in
the excited state than would be the case in equilibrium.

If this population inversion is achieved, the emission from one atom will increase the emission rate
from the other atoms and that emission will stimulate more. In a pulsed laser, the population of the
excited state will become depleted and the light pulse will end until the inversion can be achieved
again. If the population of the excited state can be continuously pumped up, then the LASER can
run continously.

This optical pumping to achieve a population inversion can be done in a number of ways. For
example, a Helium-Neon LASER has a mixture of the two gasses. If a high voltage is applied and an
electric current flows through the gasses, both atoms can be excited. It turns out that the first and
second excited states of Helium have almost the same excitation energy as the 4s and 5s excitations
of Neon. The Helium states can’t make an E1 transition so they are likely to excite a Neon atom
instead. An excited Helium atom can de-excite in a collision with a Neon atom, putting the Neon
in a highly excited state. Now there is a population inversion in the Neon. The Neon decays more
quickly so its de-excitation is dominated by photon emission.
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Another way to get the population inversion is just the use of a metastable state as in a ruby laser.
A normal light sorce can excite a higher excited state which decays to a metastable excited state.
The metastable state will have a much larger population than in equilibrium.

A laser with a beam coming out if it would be made in a cavity with a half silvered mirror so that
the radiation can build up inside the cavity, but some of the radiation leaks out to make the beam.

high
voltage
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29.13 Examples
29.13.1 The 2P to 1S Decay Rate in Hydrogen

29.14 Derivations and Computations
29.14.1 Energy in Field for a Given Vector Potential

We have the vector potential

First find the fields.

o1
I

2V x A =2k x Aysin(k - 7 — wt)

Note that, for an EM wave, the vector potential is transverse to the wave vector. The energy density
in the field is

Lo 2 1 w? 2\ A2 200 @ 2w o o
U= e (E®+B?) = §4 §+k Agsin®(k - 7 — wt) = onsm (k-7 — wt)
Averaging the sine square gives one half, so, the energy in a volume V is
2A2V
Energy = ¥ o
2me?

29.14.2 General Phase Space Formula

If there are N particles in the final state, we must consider the number of states available for each
one. Our phase space calculation for photons was correct even for particles with masses.

3 Vd’p

(2h)

Using Fermi’s Golden Rule as a basis, we include the general phase space formula into our formula
for transition rates.

N Vdgpk k
Finy= / H ((2Wh)3> | My 6 <Ei ~ B — ZEk> 53 (ﬁi — Py — Zﬁk>
k=1 k

In our case, for example, of an atom decaying by the emission of one photon, we have two particles
in the final state and the delta function of momentum conservation will do one of the 3D integrals
getting us back to the same result. We have not bothered to deal with the free particle wave function
of the recoiling atom, which will give the factor of % to cancel the V in the phase space for the
atom.
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29.14.3 Estimate of Atomic Decay Rate

We have the formula
62 (Ez — En)

I‘tot =
2rh2m2c3

/ dQ, [(pnle T F e prldi)|?

Lets make some approximations.
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(0.51 MeV)3 x 10' em/sec,. 44 0 1
= 10 F ~2x10
37)(197 McVE) fem) = 2x 107 see

This gives a life time of about 50 psec.

29.15 Homework Problems

1. The interaction term for Electric Quadrupole transitions correspond to a linear combination
of spherical harmonics, Ys,,, and are parity even. Find the selection rules for E2 transitions.

2. Magnetic dipole transitions are due to an axial vector operator and hence are proportional to
the Y1,, but do not change parity (unlike a vector operator). What are the M1 selection rules?

3. Draw the energy level diagram for hydrogen up to n = 3. Show the allowed E1 transitions.
Use another color to show the allowed E2 and M1 transitions.

4. Calculate the decay rate for the 3p — 1s transition.
5. Calculate the decay rate for the 3d — 2p transition in hydrogen.

6. Assume that we prepare Hydrogen atoms in the 9, = 1211 state. We set up an experiment
with the atoms at the origin and detectors sensitive to the polariztion along each of the 3
coordinate axes. What is the probability that a photon with its wave vector pointing along
the axis will be Left Circularly Polarized?

7. Photons from the 3p — 1s transition are observed coming from the sun. Quantitatively
compare the natural line width to the widths from Doppler broadening and collision broadening
expected for radiation from the sun’s surface.
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29.16 Sample Test Problems

1. A hydrogen atom is in the n = 5, 3D state. To which states is it allowed to decay via electric

dipole transitions? What will be the 2polaulrization for a photon emitted along the z-axis if my
decreases by one unit in the decay?

Derive the selection rules for radiative transitions between hydrogen atom states in the electric
dipole approximation. These are rules for the change in [, m, and s.

State the selection rules for radiative transitions between hydrogen atom states in the electric
dipole approximation. These are rules for the allowed changes in [, m, s, and parity. They can
be easily derived from the matrix element given on the front of the test. Draw an energy level
diagram (up to n = 3) for hydrogen atoms in a weak B field. Show the allowed E1 transitions
from n = 3 to n = 1 on that diagram.

Calculate the differential cross section, %,

p, from a spherical shell delta function

for high energy scattering of particles of momentum

V(r) =A6(r —ro)

Assume that the potential is weak so that perturbation theory can be used. Be sure to write
your answer in terms of the scattering angles.

Assume that a heavy nucleus attracts Ky mesons with a weak Yakawa potential V (r) = %

Calculate the differential cross section, %, for scattering high energy Ky mesons (mass my )

from that nucleus. Give your answer in terms of the scattering angle 6.

e T,
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30 Scattering

This material is covered in Gasiorowicz Chapter 23.

Scattering of one object from another is perhaps our best way of observing and learning about the
microscopic world. Indeed it is the scattering of light from objects and the subsequent detection of
the scattered light with our eyes that gives us the best information about the macroscopic world.
We can learn the shapes of objects as well as some color properties simply by observing scattered
light.

There is a limit to what we can learn with visible light. In Quantum Mechanics we know that
we cannot discern details of microscopic systems (like atoms) that are smaller than the wavelength
of the particle we are scattering. Since the minimum wavelength of visible light is about
0.25 microns, we cannot see atoms or anything smaller even with the use of optical microscopes.
The physics of atoms, nuclei, subatomic particles, and the fundamental particles and interactions in
nature must be studied by scattering particles of higher energy than the photons of visible light.

Scattering is also something that we are familiar with from our every day experience. For example,
billiard balls scatter from each other in a predictable way. We can fairly easily calculate how billiard
balls would scatter if the collisions were elastic but with some energy loss and the possibility of
transfer of energy to spin, the calculation becomes more difficult.

Let us take the macroscopic example of BBs scattering from billiard balls as an example to
study. We will motivate some of the terminology used in scattering macroscopically. Assume we fire
a BB at a billiard ball. If we miss the BB does not scatter. If we hit, the BB bounces off the ball
and goes off in a direction different from the original direction. Assume our aim is bad and that the
BB has a uniform probability distribution over the area around the billiard ball. The area of the
projection of the billiard ball into two dimensions is just 7R? if R is the radius of the billiard ball.
Assume the BB is much smaller so that its radius can be neglected for now.

We can then say something about the probability for a scattering to occur if we know the area of
the projection of the billiard ball and number of BBs per unit area that we shot.

Where N is the number of BBs we shot, A is the area over which they are spread, and R is the
radius of the billiard ball.

In normal scattering experiments, we have a beam of particles and we know the number of particles
per second. We measure the number of scatters per second so we just divide the above equation by
the time period T to get rates.

Ratescar = 7R? = (Incident Flux)(cross section)

AT
The incident flux is the number of particles per unit area per unit time in the beam. This is a
well defined quantity in quantum mechanics, |7]. The cross section o is the projected area of the
billiard ball in this case. It may be more complicated in other cases. For example, if we do not
neglect the radius r of the BB, the cross section for scattering is

o=m(R+r)2
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Clearly there is more information available from scattering than whether a particle scatters or not.
For example, Rutherford discovered that atomic nucleus by seeing that high energy alpha
particles sometimes backscatter from a foil containing atoms. The atomic model of the time did not
allow this since the positive charge was spread over a large volume. We measure the probability to
scatter into different directions. This will also happen in the case of the BB and the billiard ball.
The polar angle of scattering will depend on the “impact parameter” of the incoming BB. We can
measure the scattering into some small solid angle df2. The part of the cross section o that scatters
into that solid angle can be called the differential cross sectlon . The integral over solid angle
will give us back the total cross section.
/ Y0 =0

The idea of cross sections and incident fluxes translates well to the quantum mechanics we are using.
If the incoming beam is a plane wave, that is a beam of particles of definite momentum or wave
number, we can describe it simply in terms of the number or particles per unit area per second, the
incident flux. The scattered particle is also a plane wave going in the direction defined by dQ.
What is left is the interaction between the target particle and the beam particle which causes the
transition from the initial plane wave state to the final plane wave state.

We have already studied one approximation method for scattering called a partial wave analysis (See
section 15.6) . It is good for scattering potentials of limited range and for low energy scattering.
It divides the incoming plane wave in to partial waves with definite angular momentum. The high
angular momentum components of the wave will not scatter (much) because they are at large distance
from the scattering potential where that potential is very small. We may then deal with just the
first few terms (or even just the ¢ = 0 term) in the expansion. We showed that the incoming partial
wave and the outgoing wave can differ only by a phase shift for elastic scattering. If we calculate
this phase shift dy, we can then determine the differential scattering cross section.

Let’s review some of the equations. A plane wave can be decomposed into a sum of spherical waves
with definite angular momenta which goes to a simple sum of incoming and outgoing spherical waves
at large 7.

eikz _ zkrcos@ Z Ar 2€+1 Z ]E kT }/ZO O Z Ar 2€+1 2 k ( —i(kr—0mw/2) _ '(kr—éﬂ'/2)> Yo

A potential causing elastic scattering will modify the phases of the outgoing spherical waves.

lim ¢ = — Z\/47T (204 1)i

T—00

( —i(kr—tm/2) _ 2i6[(k)ei(kr7£7r/2)) Yio

We can compute the differential cross section for elastic scattering.

2
do 1

QK2

Z(%—i— 1)) sin (5, (k) ) Py(cos )
¢

It is useful to write this in terms of the amplitudes of the scattered waves.
do 2

—_— = 9
]

f(0,¢) = % > 20+ 1)e B sin(6,(k)) Pr(cos ) = > fo(6, ¢)

4 4
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As an example, this has been used to compute the cross section for scattering from a spherical
potential well (See section 15.7) assuming only the ¢ = 0 phase shift was significant. By matching
the boundary conditions at the boundary of the spherical well, we determined the phase shift.

C  kcos(ka)sin(k'a) — k' cos(k'a) sin(ka)

tandy = ——= =
Ao B ksin(ka)sin(k’'a) + k' cos(k’a) cos(ka)

The differential cross section is
do  sin?(&p)

a7 TR

which will have zeros if
k' cot(k'a) = kcot(ka).

We can compute the total scattering cross section using the relation [ dQP;(cos)P;(cos) =
5gg/.

2Z+1

%t:/mwwW

/dQ

- g (20 + 1) sin(5,(k))2
4

/

1 00 (k) o3 1 k) .
: %:(QH 1)e¢®) sin(5,(k)) Py ( cos@] lE ZZ: (20" + 1)e= ™) sin(8, (k) P} (cos 6)

It is interesting that we can relate the total cross section to the scattering amplitude at 6 = 0, for
which Py(1) =

F0=0¢) = % (20 + 1) sin(6,(k))
4

MWkww1:§Zm+mew>

47

Otot = 7Im[f(9=0,¢)]

The total cross section is related to the imaginary part of the forward elastic scattering amplitude.
This seemingly strange relation is known as the Optical Theorem. It can be understood in terms
of removal of flux from the incoming plane wave. Remember we have an incoming plane wave plus
scattered spherical waves. The total cross section corresponds to removal of flux from the plane wave.
The only way to do this is destructive interference with the scattered waves. Since the plane wave is
at 0 = 0 it is only the scattered amplitude at 8 = 0 that can interfere. It is therefore reasonable that
a relation like the Optical Theorem is correct, even when elastic and inelastic processes are possible.

We have not treated inelastic scattering. Inelastic scattering can be a complex and interesting
process. It was with high energy inelastic scattering of electrons from protons that the quark
structure of the proton was “seen”. In fact, the electrons appeared to be scattering from essentially
free quarks inside the proton. The proton was broken up into sometimes many particles in the
process but the data could be simply analyzed using the scatter electron. In a phase shift analysis,
inelastic scattering removes flux from the outgoing spherical waves.

lim 4 — Z (20 + )i ( —i(kr—tm/2) _ né(k)e2i6[(k)ei(krfl7r/2)) Yio

T—00
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Here 0 < 1y < 1, with 0 represent complete absorption of the partial wave and 1 representing purely
elastic scattering. An interesting example of the effect of absorption (or inelastic production of
another state) is the black disk. The disk has a definite radius a and absorbs partial waves for
{ < ka. If one works out this problem, one finds that there is an inelastic scattering cross section
of Oiner = ma®. Somewhat surprisingly the total elastic scattering cross section is ejqs = ma?. The
disk absorbs part of the beam and there is also diffraction around the sharp edges. That is, the
removal of the outgoing spherical partial waves modifies the plane wave to include scattered waves.

For high energies relative to the inverse range of the potential, a partial wave analysis is not helpful
and it is far better to use perturbation theory. The Born approximation is valid for high energy
and weak potentials. If the potential is weak, only one or two terms in the perturbation series need
be calculated.

If we work in the usual center of mass system, we have a problem with one particle scattering in a
potential. The incoming plane wave can be written as

Zki~f

1 .-
Pi(T) = Nia

The scattered plane wave is

(F)\/—””

We can use Fermi’s golden rule to calculate the transition rate to first order in perturbation theory.
o [ Vd3k; Lo
Ry =2 [ Gt V@ 88, - B)
The delta function expresses energy conservation for elastic scattering which we are assuming at
this point. If inelastic scattering is to be calculated, the energy of the atomic state changes and
that change should be included in the delta function and the change in the atomic state should be

included in the matrix element.

The elastic scattering matrix element is

WAV = 5 [ dre Ty @et s — o [ dre S v = S

where A = k = 151 We notice that this is just proportional to the Fourier Transform of the potential.
Assuming for now non-relativistic final state particles we calculate

25 h2k?
o\ =zr 8

W
Wk

o= g sz (

21 9 ler, %
T h (27r)3v/d9fkf ’V(A)

1 . L2
= Gy [ ks [V

We now need to convert this transition rate to a cross section. Our wave functions are normalize
to one particle per unit volume and we should modify that so that there is a flux of one particle
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per square centimeter per second to get a cross section. To do this we set the volume to be V' =
(1 em?)(vrer)(1  second). The relative velocity is just the momentum divided by the reduced
mass.

1 . L2
o = / deukf‘V(A)
- L/dﬂ 2‘17(&)2
 4Ap2pt s
do [ PO
dQ 42t ‘V(A)

This is a very useful formula for scattering from a weak potential or for scattering at high energy
for problems in which the cross section gets small because the Fourier Transform of the potential
diminishes for large values of k. It is not good for scattering due to the strong interaction since cross
sections are large and do not typically decrease at high energy. Note that the matrix elements and
hence the scattering amplitudes calculated in the Born approximation are real and therefore do not
satisfy the Optical Theorem. This is a shortcoming of the approximation.

30.1 Scattering from a Screened Coulomb Potential

A standard Born approximation example is Rutherford Scattering, that is, Coulomb scattering of a
particle of charge Z;e in a screened Coulomb potential ¢(r) = @e*’”/ ¢. The exponential represents
the screening of the nuclear charge by atomic electrons. Without screening, the total Coulomb
scattering cross section is infinite because the range of the force in infinite.

The potential energy then is
- 21Z262

v —r/a
()= 225
We need to calculate its Fourier Transform.
oo R 2 Y S
V(A) = Z1Zze / dere 27"
r

Since the potential has spherical symmetry, we can choose A to be in the z direction and proceed
with the integral.

0 1
7 (A . —r/a
V(A) = 21226227T/T2dr/d(cosg)e—zArcosee
0 -1

r

e—iArw:|x_1 e—T/a
r=—1

—3Ar

r

= 21226227T/7‘2d7°|:
0

o0

9 . _
= Z1Z262% /dr [e*m’” — emr} e /e
1

—1

0
= Z1Zye? 2.7; /dr [e—(%HA)r _e_(%—iA)rj|
0
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on [ e-G+id)yr  o—(t-in)yr]™
=  Z7.e2 _
7.3 B Sy N G .
or [ 1 1
= Z1Z¢?
TN | T g—m}
or [ —iA -1 A
— ZZ 2 a a
1426 =R _ ;—2+A2 }
or [ —2iA
= Z1Ze? -
142€ —iA_a%—i—A?}
- 47TZ1Z262
R

Since A = kf — k;, we have A% = k% + k7 — 2kgk; cosf. For elastic scattering, A* = 2&k*(1 — cos6).
The differential cross section is

do W 2

do _ # 1pR
dQ 47T27“L4‘ (2)
- uz AnZ1 7962 2
© 4m2nt | L 4+ 2k2(1 — cos?)
/LZ1Z2€2

% + p2(1 — cos0)

Z1Z262

h2 020
W+4ESIH 5

sin?

N[

In the last step we have used the non-relativistic formula for energy and 1 — cosf = %

The screened Coulomb potential gives a finite total cross section. It corresponds well with the
experiment Rutherford did in which « particles were scattered from atoms in a foil. If we scatter
from a bare charge where there is no screening, we can take the limit in which a — oo.

Z122€2
4F sin? %

The total cross section diverges in due to the region around zero scattering angle.

30.2 Scattering from a Hard Sphere

Assume a low energy beam is incident upon a small, hard sphere of radius rg. We will assume that
hkro < h so that only the ¢ = 0 partial wave is significantly affected by the sphere. As with the
particle in a box, the boundary condition on a hard surface is that the wavefunction is zero. Outside
the sphere, the potential is zero and the wavefunction solution will have reached its form for large
r. So we set

(efi(kroffﬂ'/Q) -~ 82i6[(k)ei(krofe7r/2)) (efikro -~ eQiég(k)eikro) -0

62i60 (]i}) — 6—27;/67‘()
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60(/€) = —k?‘o
do i80(k) o 2
A=l sin(d¢(k))Po(cos 9)‘
do Ty ir 2
== ’e kro s1n(kro)}
do  sin®(kro)
aQ k2
For very low energy, krg << 1 and
dO’ - (/CTQ)2 )
> k0

The total cross section is then o = 4772 which is 4 times the area of the hard sphere.

30.3 Homework Problems

1. Photons from the 3p — 1s transition are observed coming from the sun. Quantitatively
compare the natural line width to the widths from Doppler broadening and collision broadening
expected for radiation from the sun’s surface.

30.4 Sample Test Problems

1. Calculate the differential cross section, %,

p, from a spherical shell delta function

for high energy scattering of particles of momentum

V(r)=Mo(r —ro)

Assume that the potential is weak so that perturbation theory can be used. Be sure to write
your answer in terms of the scattering angles.
2. Assume that a heavy nucleus attracts Ky mesons with a weak Yakawa potential V (r) = % e,
Calculate the differential cross section, j—g, for scattering high energy Ky mesons (mass mp )

from that nucleus. Give your answer in terms of the scattering angle 6.

e
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31 Classical Scalar Fields

The non-relativistic quantum mechanics that we have studied so far developed largely between
1923 and 1925, based on the hypothesis of Plank from the late 19th century. It assumes that a
particle has a probability that integrates to one over all space and that the particles are not created
or destroyed. The theory neither deals with the quantized electromagnetic field nor with the
relativistic energy equation.

It was not long after the non-relativistic theory was completed that Dirac introduced a relativistic
theory for electrons. By about 1928, relativistic theories, in which the electromagnetic field was
quantized and the creation and absorption of particles was possible, had been developed by Dirac.

Quantum Mechanics became a quantum theory of fields, with the fields for bosons and fermions
treated in a symmetric way, yet behaving quite differently. In 1940, Pauli proved the spin-
statistics theorem which showed why spin one-half particles should behave like fermions and spin
zero or spin one particles should have the properties of bosons.

Quantum Field Theory (QFT) was quite successful in describing all detailed experiments in elec-
tromagnetic interactions and many aspects of the weak interactions. Nevertheless, by the 1960s,
when our textbook was written, most particle theorists were doubtful that QFT was suitable for
describing the strong interactions and some aspects of the weak interactions. This all changed
dramatically around 1970 when very successful Gauge Theories of the strong and weak
interactions were introduced. By now, the physics of the electromagnetic, weak, and strong in-
teractions are well described by Quantum Field (Gauge) Theories that together from the Standard
Model.

Dirac’s relativistic theory of electrons introduced many new ideas such as antiparticles and four
component spinors. As we quantize the EM field, we must treat the propagation of photons rela-
tivistically. Hence we will work toward understanding relativistic QFT.

In this chapter, we will review classical field theory, learn to write our equations in a covariant way
in four dimensions, and recall aspects of Lagrangian and Hamiltonian formalisms for use in field
theory. The emphasis will be on learning how all these things work and on getting practice with
calculations, not on mathematical rigor. While we already have a good deal of knowledge about
classical electromagnetism, we will start with simple field theories to get some practice.

31.1 Simple Mechanical Systems and Fields

This section is a review of mechanical systems largely from the point of view of Lagrangian
dynamics. In particular, we review the equations of a string as an example of a field theory in one
dimension.

We start with the Lagrangian of a discrete system like a single particle.

L(g:q) =T =V

d (ory oL,
dt \ 9g; dq;

Lagrange’s equations are
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where the ¢; are the coordinates of the particle. This equation is derivable from the principle of
least action.

to
5 /L(qi, ql)dt = 0
t1
Similarly, we can define the Hamiltonian
H(qi,pi) = Zpidi - L

where p; are the momenta conjugate to the coordinates g;.

oL
pz_adi

For a continuous system, like a string, the Lagrangian is an integral of a Lagrangian density function.

Lz/ﬁdx
1|, (o’
5_2[/“7 Y(@x)

where Y is Young’s modulus for the material of the string and p is the mass density. The Euler-
Lagrange Equation for a continuous system is also derivable from the principle of least action
states above. For the string, this would be.

35 (atonom) * 3t (sangom ) ~ 3 ¢

Recall that the Lagrangian is a function of 1 and its space and time derivatives.

For example, for a string,

The Hamiltonian density can be computed from the Lagrangian density and is a function of the
coordinate n and its conjugate momentum.

oL
H=nm —L

In this example of a string, n(z,t) is a simple scalar field. The string has a displacement at each

point along it which varies as a function of time.

If we apply the Euler-Lagrange equation, we get a differential equation that the string’s
displacement will satisfy.

L:

3z (atomiom) * 3t (snion ) ~ 31 -

oL on
d(0n/ox) Ox
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o
an/on M
0%n
Y/ _
6:102+u77+0 0
vy
"= w 0x2

This is the wave equation for the string. There are easier ways to get to this wave equation, but,
as we move away from simple mechanical systems, a formal way of proceeding will be very helpful.

31.2 Classical Scalar Field in Four Dimensions

Assume we have a field defined everywhere in space and time. For simplicity we will start
with a scalar field (instead of the vector... fields of E&M).

G

The property that makes this a true scalar field is that it is invariant under rotations and
Lorentz boosts.

The Euler-Lagrange equation derived from the principle of least action is

SO (oL ) o oL ) o,
- Oz, \ 0(0¢/0xy;) ot \ 9(0¢/0t) oo
Note that since there is only one field, there is only one equation.

Since we are aiming for a description of relativistic quantum mechanics, it will benefit us to write our
equations in a covariant way. I think this also simplifies the equations. We will follow the notation
of Sakurai. (The convention does not really matter and one should not get hung up on it.) As
usual the Latin indices like ¢, j, k... will run from 1 to 3 and represent the space coordinates. The
Greek indices like p, v, 0, A... will run from 1 to 4. Sakurai would give the spacetime coordinate
vector either as

($1,$2,$3,(E4) = (‘TvyazaiCt)

or as
($07$17$2;I3) = (t7‘r7y52)

and use the former to do real computations.

We will not use the so called covariant and contravariant indices. Instead we will put an ¢ on the
fourth component of a vector which give that component a — sign in a dot product.
Ty = 2+ y2 + 22— 22

Note we can have all lower indices. As Sakurai points out, there is no need for the complication of a
metric tensor to raise and lower indices unless general relativity comes into play and the geometry of
space-time is not flat. We can assume the ¢ in the fourth component is a calculational convenience,
not an indication of the need for complex numbers in our coordinate systems. So while we may
have said “farewell to ict” some time in the past, we will use it here because the notation is less
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complicated. The i here should never really be used to multiply an 4 in the complex wave function,
but, everything will work out so that doesn’t happen unless we make an algebra mistake.

The spacetime coordinate x,, is a Lorentz vector transforming under rotations and boosts as follows.
I
T, = QuTy

(Note that we will always sum over repeated indices, Latin or Greek.) The Lorentz transfor-
mation is done with a 4 by 4 matrix with the property that the inverse is the transpose of the
matrix.

Ay = Qup

The a;; and asq are real while the a4; and a;4 are imaginary in our convention. Thus we may
compute the coordinate using the inverse transformation.

_ /
Ty = QuuT,,

Vectors transform as we change our reference system by rotating or boosting. Higher rank tensors
also transform with one Lorentz transformation matrix per index on the tensor.

The Lorentz transformation matrix to a coordinate system boosted along the x direction is.

y 0 0 By

0o 10 o0
Y =1 "9 01 0
—ipy 0 0 vy

The i shows up on space-time elements to deal with the ¢ we have put on the time components of
4-vectors. It is interesting to note the similarity between Lorentz boosts and rotations. A rotation
in the xy plane through an angle 6 is implemented with the transformation

cosf sinf 0 O
| —sinf cosf® 0 O
G =10 0 10
0 0 01
A boost along the x direction is like a rotation in the xt through an angle of § where tanhf = (.

Since we are in Minkowski space where we need a minus sign on the time component of dot products,
we need to add an 7 in this rotation too.

cosid 0 0 sinif coshd 0 0 isinhf ¥ 0 0 8y
S 0 10 0 _ 0 10 0 _ 0 10 0
wy 0 0 1 0 o 0 0 1 0 B 0 01 0
—sinid 0 0 cosif —isinhf® 0 0 coshf -y 0 0 ~v

Effectively, a Lorentz boost is a rotation in which tan<6 = S. We will make essentially no use
of Lorentz transformations because we will write our theories in terms of Lorentz scalars
whenever possible. For example, our Lagrangian density should be invariant.

L'(x') = L(x)

The Lagrangians we have seen so far have derivatives with respect to the coordinates. The 4-vector

way of writing this will be %. We need to know what the transformation properties of this are.
m

We can compute this from the transformations and the chain rule.

/
Ty = Q)

0 0z, 0O 0

2 I
oz), dx,, Ox, " D,
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This means that it transforms like a vector. Compare it to our original transformation formula
for z,. /
T, = QuTy

We may safely assume that all our derivatives with one index transform as a vector.

With this, lets work on the Euler-Lagrange equation to get it into covariant shape. Remember that
the field ¢ is a Lorentz scalar.

3 o (awiorn) * o1 (awsron) ~ 36 ¢
2 om v oaymey) * a1 (omwoan) ~ 96 °

0 oL or _,
O, <6<a¢>/axu>) "9

This is the Euler-Lagrange equation for a single scalar field. Each term in this equation is a
Lorentz scalar, if £ is a scalar.

) oL oL _,
dz,, (8(%/%)) 09

Now we want to find a reasonable Lagrangian for a scalar field. The Lagrangian depends on
the ¢ and its derivatives. It should not depend explicitly on the coordinates z,, since that
would violate translation and/or rotation invariance. We also want to come out with a linear wave
equation so that high powers of the field should not appear. The only Lagrangian we can choose

(up to unimportant constants) is
1/ 0¢ 09 2.9
L=—=
2 (690,, ox, e

The one constant u sets the ratio of the two terms. The overall constant is not important except to
match the T'— V definition. Remember that ¢ is a function of the coordinates.

With this Lagrangian, the Euler-Lagrange equation is.

0 ¢ 2, _
833#( a$u>+'u¢_0

o 0
S0 —n6=0

8—:1:#833#
06 — 426 = 0

This is the known as the Klein-Gordon equation. It is a good relativistic equation for a massive
scalar field. It was also an early candidate for the relativistic equivalent of the Schrodinger equation
for electrons because it basically has the relativistic analog of the energy relation inherent in
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the Schrodinger equation. Writing that relation in the order terms appear in the Klein-Gordon
equation above we get (letting ¢ = 1 briefly).

—p2+E2—m2:O

Its worth noting that this equation, unlike the non-relativistic Schrodinger equation, relates the
second spatial derivative of the field to the second time derivative. (Remember the Schrodinger
equation has 7 times the first time derivative as the energy operator.)

So far we have the Lagrangian and wave equation for a “free” scalar field. There are no sources
of the field (the equivalent of charges and currents in electromagnetism.) Lets assume the source
density is p(z,). The source term must be a scalar function so, we add the term ¢p to the Lagrangian.

_ 1706 96 59
5——5 (8$Ua—%+ﬂ¢>+¢P

This adds a term to the wave equation.

0¢ — ¢ =p

Any source density can be built up from point sources so it is useful to understand the field gen-
erated by a point source as we do for electromagnetism.

p(@.1) = p(a,) = G5 (@)
This is a source of strength G at the origin. It does not change with time so we expect a static field.

0
E_O

The Euler-Lagrange equation becomes.
V3¢ — ¢ = G&*(Z)
We will solve this for the field from a point source below and get the result

—Ge #r

4rr

¢(T) =

This solution should be familiar to us from the scalar potential for an electric point charge which
satisfies the same equation with u = 0, V2¢ = —p = —Q53(Z). This is a field that falls off much
faster than % A massive scalar field falls off exponentially and the larger the mass, the faster
the fall off. (We also get a mathematical result which is useful in several applications. This is worked
out another way in the section on hyperfine splitting) V2% = —4763(T).

Now we solve for the scalar field from a point source by Fourier transforming the wave equation.
Define the Fourier transforms to be.

T _ 1 3{E e—zE-i Z
6 = g [ d e o)
= _ 1 3 €1E~f~ 7
oF) = Grg [ Pk
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We now take the transform of both sides of the equation.

V2 —pPe = G&* ()

1 3, —ikE o2, 2 _ 1 3, —ik-Z 53
2n)? / d’z e (Vep—pu“¢) = )} / d’z e G6° (%)
T G
(2i)%/d3x e H Vo —pPe) = (2m)
L 3. —ikE(_1.2 _ 2 _ G
(2w)%/d“ F =)0 = Gt
~ G
g2 2 _
(=" = u%)o 2n)?
. ¢ 1
© T e

To deal with the V2, we have integrated by parts twice assuming that the field falls off fast enough
at infinity.

We now have the Fourier transform of the field of a point source. If we can transform back
to position space, we will have the field. This is a fairly standard type of problem in quantum

mechanics.
1 we —G 1
#) = Ik M —
) / (2m)3 (K + p?)

_ ik@
= G3/ d’k 26 2
(2m) (k? + p?)

1
2 G ikr cos Oy
= il /k2dk/(e clcos6‘;.C
—1

B (2_75);2 / (k2 +u

1
-G L ik costy
— 1KT COS k
(2m)2 / k2 + u |:Z/€T‘ . d
_ -G ikr —ikr
= o] W ) dk
_ -G r ikr —ikr
o (2m)Zir / (k4 iu)(k —iw) (e e ) dk
0

e eos Ok 4 cos O dk

This is now of a form for which we can use Cauchy’s theorem for contour integrals. The theorem
says that an integral around a closed contour in the complex plane is equal to 27i times
the sum of the residues at the poles enclosed in the contour. Contour Integration is a powerful
technique often used in quantum mechanics.

If the integrand is a function of the complex variable k, a pole is of the form £ where r is called the
residue at the pole. The integrand above has two poles, one at k = ¢u and the other at k = —ipu.
The integral we are interested in is just along the real axis so we want the integral along
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the rest of the contour to give zero. That’s easy to do since the integrand goes to zero at infinity on
the real axis and the exponentials go to zero either at positive or negative infinity for the imaginary
part of k. Examine the integral ¢ m e**"dk around a contour in the upper half plane as
shown below.

Imaginary

< T
" T~
— .

/ \
/ pol e I} \

Real Axis
X =Id

The pole inside the contour is at k = ¢u. The residue at the pole is

R
k—F’L‘U, k=ipn

i,u—|—i,u: 2

The integrand goes to zero exponentially on the semicircle at infinity so only the real axis contributes
to the integral along the contour. The integral along the real axis can be manipulated to do the
whole problem for us.

k " ) keikr
kg = 2
j{ (ki) (k — i) © ™ [kHML_m
/ kg = gt
(k+ ip)(k —ip) i+ ip
0 00
/ k Zkrdk—f—/ k lkrdk 2 1 —pr
—— € — € = i-e
(k + i) (k — ip1) (k+ip)(k — ip) "2
—00 0
K = —k
r K » T k N
—1K'T _dk/ ) Tdk — . —UT
/ (K + i) (K — i) ( H/ (k+ i) (k —ip) e
o) 0

oo

, o0
- / i e KT & / i eFrdk = mie T
0

k/2 + /142 k.2 + M2
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E = K
r k —ikr r k ikr . —ur
—/me dk"‘/ k2+u26 dk = 7me‘“
0 0
r k ikr r k —ikr . —ur
/me dk—/ k2+'u2€ dk = mie *
0 0
L (eikr _ efikr) dk = mie M
k2 + p? B
0
This is exactly the integral we wanted to do.
Plug the integral into the Fourier transform we were computing.
¢ [ & -
b4 — RT 1RT dk
9(7) (2m)Zir / Fre @)
0
— _ - - —pr
(@) (271')22'7"7”6
. —Ge Hr
W) = g

In this case, it is simple to compute the interaction Hamiltonian from the interaction Lagrangian
and the potential between two particles. Lets assume we have two particles, each with the same
interaction with the field.

p(@,t) = p(z) = G&*(Z)

Now compute the Hamiltonian.

ﬁint - —(25/)
Hint - ¢ a(b L Eint - _Eint = pr
Hint = /Hintdgl'g
—Ge M o —Q2eHT12
HY = /¢1p2d3$2 Z/TG(S?’(:Ez)d%z =—
r 47T’I”12

We see that this is a short-range, attractive potential.

This was proposed by Yukawa as the nuclear force. He predicted a scalar particle with a mass
close to that of the pion before the pion was discovered. His prediction of the mass was based on the
range of the nuclear force, on the order of one Fermi. In some sense, his prediction is approximately
correct. Pion exchange can explain much of the nuclear force but does not explain all the details.
Pions and nucleons have since been show to be composite particles with internal structure. Other
composites with masses larger than the pion also play a role in the force between nucleons.

Pions were also found to come in three charges: nt, 7~, and 7°. This would lead us to develop a
complex scalar field as done in the text. Its not our goal right now so we will skip this. Its interesting
to note that the Higgs Boson is also represented by a complex scalar field.
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We have developed a covariant classical theory for a scalar field. The Lagrangian density is a
Lorentz scalar function. We have included an interaction term to provide a source for the field.
Now we will attempt to do the same for classical electromagnetism.
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32 Classical Maxwell Fields

32.1 Rationalized Heaviside-Lorentz Units

The SI units are based on a unit of length of the order of human size originally related to the
size of the earth, a unit of time approximately equal to the time between heartbeats, and a unit of
mass related to the length unit and the mass of water. None of these depend on any even nearly
fundamental physical quantities. Therefore many important physical equations end up with extra
(needless) constants in them like ¢. Even with the three basic units defined, we could have chosen
the unit of charge correctly to make ¢y and pg unnecessary but instead a very arbitrary choice was
made po = 47 x 1077 and the Ampere is defined by the current in parallel wires at one meter
distance from each other that gives a force of 2 x 10~ Newtons per meter. The Coulomb is set so
that the Ampere is one Coulomb per second. With these choices SI units make Maxwell’s
equations and our filed theory look very messy.

Physicists have more often used CGS units in which the unit of charge and definition of the field
units are set so that eg = 1 and pg = 1 so they need not show up in the equations. The CGS
units are not perfect, however, and we will want to change them slightly to make our theory of the
Maxwell Field simple. The mistake made in defining CGS units was in removing the 47 that show
up in Coulombs law. Coulombs law is not fundamental and the 47 belonged there.

We will correct this little mistake and move to Rationalized Heaviside-Lorentz Units by making
a minor modification to the unit of charge and the units of fields. With this modification, our field
theory will have few constants to carry around. As the name of the system of units suggests, the
problem with CGS has been with 7. We don’t need to change the centimeter, gram or second to fix
the problem.

In Rationalized Heaviside-Lorentz units we decrease the field strength by a factor of v/4m and
increase the charges by the same factor, leaving the force unchanged.

. E
F - —
Var

. B
B - —
vVam

- A
A - —
Var

!
N

V)
[ V)

e 4rhe 137

Its not a very big change but it would have been nice if Maxwell had started with this set of units.
Of course the value of o cannot change, but, the formula for it does because we have redefined the
charge e.

Maxwell’s Equations in CGS units are
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V- E = 4d7p
- = 10F 4 S
B--2— - =
VX c Ot c J
The Lorentz Force is 1
F = —¢(E + -7 x B).
c

V-B=
E P
Vxﬂ+ﬂc8t 0
V-E=p
o . 10F 1-
Gop 1081
caf c
F=—e(E+ -7 x B)
c

That is, the equations remain the same except the factors of 47 in front of the source terms disappear.
Of course, it would still be convenient to set ¢ = 1 since this has been confusing us about 4D geometry
and c is the last unnecessary constant in Maxwell’s equations. For our calculations, we can set ¢ = 1
any time we want unless we need answers in centimeters.

32.2 The Electromagnetic Field Tensor

The transformation of electric and magnetic fields under a Lorentz boost we established even before
Einstein developed the theory of relativity. We know that E-fields can transform into B-fields and
vice versa. For example, a point charge at rest gives an Electric field. If we boost to a frame in which
the charge is moving, there is an Electric and a Magnetic field. This means that the E-field cannot
be a Lorentz vector. We need to put the Electric and Magnetic fields together into one (tensor)
object to properly handle Lorentz transformations and to write our equations in a covariant way.

The simplest way and the correct way to do this is to make the Electric and Magnetic fields com-
ponents of a rank 2 (antisymmetric) tensor.

0 B. -B, —iE,
-B. 0 B, —iB,
B, —-B, 0 —iE.
iE, iE, iE, 0

=

The fields can simply be written in terms of the vector potential, (which is a Lorentz vector)

A# = ("Ia Z(b)

04, 0A,

F,, =22
" Oz, oz,
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Note that this is automatically antisymmetric under the interchange of the indices. As before, the
first two (sourceless) Maxwell equations are automatically satisfied for fields derived from
a vector potential. We may write the other two Maxwell equations in terms of the 4-vector

j# = (],’ch)

OFu  ju

Oz, c

Which is why the T-shirt given to every MIT freshman when they take Electricity and Magnetism
should say

‘.. and God said 52 (%4 — 242} — 2 and there was light.”

oz, oz,
Of course he or she hadn’t yet quantized the theory in that statement.

For some peace of mind, lets verify a few terms in the equations. Clearly all the diagonal terms
in the field tensor are zero by antisymmetry. Lets take some example off-diagonal terms in the field
tensor, checking the (old) definition of the fields in terms of the potential.

B = Vx4

ﬂ - 104

Fip = ‘Z—Z‘f—g—‘zz(ﬁxﬂ)zza
Fi3 = g—ﬁ—g—’zz—(ﬁxﬁ)yz—By

Fy =

0A; B 0Ay l@Ai B d(ig) 4 l@Ai n de\ 4 oler n l@Ai B
0x4 dx;  ic Ot or; c Ot ox; ) dx; ¢ ot ) '

Lets also check what the Maxwell equation says for the last row in the tensor.

OFy, _ Ja
o0x,
OFy _ icp
dx; ¢
(k) .
83:i -
oE;
8:101- = F
V-E = p

We will not bother to check the Lorentz transformation of the fields here. Its right.
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32.3 The Lagrangian for Electromagnetic Fields

There are not many ways to make a scalar Lagrangian from the field tensor. We already know

that

O i

oz, ¢
and we need to make our Lagrangian out of the fields, not just the current. Again, z, cannot
appear explicitly because that violates symmetries of nature. Also we want a linear equation and
so higher powers of the field should not occur. A term of the form mA,A,, is a mass term and would

cause fields to fall off faster than % So, the only reasonable choice is
E.F., =2(B% - E?).

One might consider L
e,uv)\a'F,qu)\a' =B-FE

but that is a pseudo-scalar, not a scalar. That is, it changes sign under a parity transformation.
The EM interaction is known to conserve parity so this is not a real option. As with the scalar field,
we need to add an interaction with a source term. Of course, we know electromagnetism well,
so finding the right Lagrangian is not really guess work. The source of the field is the vector j,, so
the simple scalar we can write is j,A,.

The Lagrangian for Classical Electricity and Magnetism we will try is.

1 1.
ESM = _ZFMVF[,LV + EJMAH

In working with this Lagrangian, we will treat each component of A as an independent field.

The next step is to check what the Euler-Lagrange equation gives us.

0 oL 2 0
Oz, \0(0A,/0z,) 04,
B 1 1. 1 (0A, 0A,\ [0A, 04, 1.
L= _ZFWFW + E]”A” 4 ((%cu 8xl,> <8:EM 8:10,,) + c]“A”
oL _ 1 0 0A,  O0AN\ (0A, 0A,
0(0A,/0x,) —  40(0A4,/0x,) \ Ox\ Oz, Oz Oz,
_ 1 0 0A, 0A, _28AU 0A\
a 40(0A,/0z,) Oxy Oxy Ory Oz,
_ _34 0A,  0A,
4 ox, Oz,
= —F,=F,
O p £ _
ox, "™ 04,
9 Ju _
o, e =0
0 Fo = Jn
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Note that, since we have four independent components of A, as independent fields, we have four
equations; or one 4-vector equation. The Euler-Lagrange equation gets us back Maxwell’s
equation with this choice of the Lagrangian. This clearly justifies the choice of L.

It is important to emphasize that we have a Lagrangian based, formal classical field theory for
electricity and magnetism which has the four components of the 4-vector potential as the
independent fields. We could not treat each component of F),, as independent since they are
clearly correlated. We could have tried using the six independent components of the antisymmetric
tensor but it would not have given the right answer. Using the 4-vector potentials as the fields does
give the right answer. Electricity and Magnetism is a theory of a 4-vector field A,,.

We can also calculate the free field Hamiltonian density, that is, the Hamiltonian density in
regions with no source term. We use the standard definition of the Hamiltonian in terms of the

Lagrangian.
2y — oL 8Au_£_ oL BAu_ﬁ
-~ \0(04,,/odt) ) Odt ~ \9(0A,/0z4) ) Ox4

We just calculated above that

oL _r
0(0A,/0x,) M
which we can use to get
oL
— = F
(DA, 0z w
0A
= (F ) =—F _
H ( #4) 8(E4 ‘C
0A 1
FM487: + ZF;,H/F[,LV
0A 1
=Fu u—r+-F,F,
" - 0xy + 4

We will use this once we have written the radiation field in a convenient form. In the meantime, we
can check what this gives us in general in a region with no sources.

0A4 1
H = FLL4<F4H+8—%>+ZF[,LVF,LLV

0A 1
= _F4u <F4u+ax:) +ZFHVF/J,I/

8144 1
= —Fuyluy—Fayp——+ -FulFu
pnE A Max“ 4 H H
= E2—F4l%+%(B2—E2)

ox;
_ Lo o0 0(i9)
= (B4 BY) BT

0¢
8xi

= %(E2 + B+ E;
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If we integrate the last term by parts, (and the fields fall to zero at infinity), then that term contains a V-E
which is zero with no sources in the region. We can therefore drop it and are left with

H— %(E2 +B?).

This is the result we expected, the energy density and an EM field. (Remember the fields have been decreased
by a factor of V4mw compared to CGS units.)

We will study the interaction between electrons and the electromagnetic field with the Dirac equation.
Until then, the Hamiltonian used for non-relativistic quantum mechanics will be sufficient. We have
derived the Lorentz force law from that Hamiltonian.

1 /., e \2
H:—(p+—A) +eAy
2m c

32.4 Gauge Invariance can Simplify Equations

We have already studied many aspects of gauge invariance (See Section 20.3). in electromagnetism
and the corresponding invariance under a phase transformation in Quantum Mechanics. One point
to note is that, with our choice to “treat each component of A, as an independent field”, we are
making a theory for the vector field 4, with a gauge symmetry, not really a theory for the
field F,,.

Recall that the gauge symmetry of Electricity and Magnetism and the phase symmetry of electron
wavefunctions are really one and the same. Neither the phase of the wavefunction nor the vector
potential are directly observable, but the symmetry is.

We will not go over the consequences of gauge invariance again here, but, we do want to use gauge
invariance to simplify our equations.

Maxwell’s equation is

Oy _ iy

o0x, c

9 (0A, O0AL\
ox, ((%c” B 6:10,,) e
0 04, 0%A,
O, 0z, Oz} ¢
0?A, 0 0A,  Ju
Ox2 B B—;CM oz, ¢

We can simplify this basic equation by setting the gauge according to the Lorentz condition.

0A,
=0
Oz,
The gauge transformation needed is
0
Ay — A, + X
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[GA,,}
Ox = —
old

ox,

The Maxwell equation with the Lorentz condition now reads

04, = -2,
Cc

There is still substantial gauge freedom possible. The second derivative of A is set by the
Lorentz condition but there is still freedom in the first derivative which will modify A. Gauge
transformations can be made as shown below.
oA
A, — A —
H H + axﬂ
OA=0

This transformation will not disturb the Lorentz condition which simplifies our equation.
We will use a further gauge condition in the next chapter to work with transverse fields.
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33 Quantum Theory of Radiation

33.1 Transverse and Longitudinal Fields

In non-relativistic Quantum Mechanics, the static Electric field is represented by a scalar potential,
magnetic fields by the vector potential, and the radiation field also through the vector potential.
It will be convenient to keep this separation between the large static atomic Electric field and the
radiation fields, however, the equations we have contain the four-vector A, with all the fields mixed.
When we quantize the field, all E and B fields as well as electromagnetic waves will be made up of
photons. It is useful to be able to separate the E fields due to fixed charges from the EM
radiation from moving charges. This separation is not Lorentz invariant, but it is still useful.

Enrico Fermi showed, in 1930, that A together with Ay give rise to Coulomb interactions between
particles, whereas A, gives rise to the EM radiation from moving charges. With this separation, we
can maintain the form of our non-relativistic Hamiltonian,

1 e;e
H = —( ——A ) i% H,,
2, P A0) 4D g g+ e

where H,..q is purely the Hamiltonian of the radiation (containing only A 1), and A is the part
of the vector potential which satisfies VA, = 0. Note that /Y” and A appear nowhere in the
Hamiltonian. Instead, we have the Coulomb potential. This separation allows us to continue with
our standard Hydrogen solution and just add radiation. We will not derive this result.

In a region in which there are no source terms,
ju =0
we can make a gauge transformation which eliminates Aj by choosing A such that

1 aA
cot "

Since the fourth component of A, is now eliminated, the Lorentz condition now implies that
V-A=0.

Again, making one component of a 4-vector zero is not a Lorentz invariant way of working. We have
to redo the gauge transformation if we move to another frame.

If j, # 0, then we cannot eliminate Ao, since DAy = J?“ and we are only allowed to make gauge
transformations for which OA = 0. In this case we must separate the vector potential into the
transverse and longitudinal parts, with

—

+ A”

! -
Il

A
= 0
0

VAL
Vx4 =
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We will now study the radiation field in a region with no sources so that V- A =0. We will use the
equations

B = VxA
. 104
E = =22
c Ot
2y 104 = 0
c2 Ot2

33.2 Fourier Decomposition of Radiation Oscillators

Our goal is to write the Hamiltonian for the radiation field in terms of a sum of harmonic oscillator
Hamiltonians. The first step is to write the radiation field in as simple a way as possible, as a sum
of harmonic components. We will work in a cubic volume V = L? and apply periodic boundary
conditions on our electromagnetic waves. We also assume for now that there are no sources inside
the region so that we can make a gauge transformation to make Ag = 0 and hence V-A=0. We
decompose the field into its Fourier components at t =0

/T(j:’,t Z Z e(@) (Ck «(t=0)e ikE Cha(t = O)e*“;'f)

k a=1

where €@ are real unit vectors, and cj o is the coefficient of the wave with wave vector k and
polarization vector é(¢). Once the wave vector is chosen, the two polarization vectors must be
picked so that éV), ¢ and k form a right handed orthogonal system. The components of

the wave vector must satisfy
21 T;

L

due to the periodic boundary conditions. The factor out front is set to normalize the states nicely
since
3 ik & _
— / d3peit Tk T _ O

el@) . gla)

ki =

and
ao’ -
We know the time dependence of the waves from Maxwell’s equation,
Cha(t) = cra(0)e™ ™!
where w = kc. We can now write the vector potential as a function of position and time.

Z,t Z Z ~(a) (Ck o zk-i’ + Cz)a(t)e—ilg-i)

k a=1

We may write this solution in several different ways, and use the best one for the calculation being
performed. One nice way to write this is in terms 4-vector k,, the wave number,

k, = % = (ko ky, k=, ik) = (km,ky,kz,i%)
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so that
kprp =k -z =k - —wt.

We can then write the radiation field in a more covariant way.

2
N 1 ~(a 1k,x * —ik,x
A1) = = 35 (00 (07 4+ o (0)c570)

k a=1

A convenient shorthand for calculations is possible by noticing that the second term is just the
complex conjugate of the first.

2
. 1 .
A(Z,t) = 7 Z Z @) (cka(0)e™ o™ 4 c.c.)

k a=1
2
. 1 _
A(Z t) = —= Z Z e o (0)eFe®e 4 c.c.
\/V k a=1

Note again that we have made this a transverse field by construction. The unit vectors é(®) are
transverse to the direction of propagation. Also note that we are working in a gauge with A4 = 0,
so this can also represent the 4-vector form of the potential. The Fourier decomposition of the
radiation field can be written very simply.

This choice of gauge makes switching between 4-vector and 3-vector expressions for the potential
trivial.

Let’s verify that this decomposition of the radiation field satisfies the Maxwell equation,
just for some practice. Its most convenient to use the covariant form of the equation and field.

OA, =0

1 . 1
0 (LY et + o
V 4 Vv

The result is zero since kyk, = k* — k2 = 0.

Let’s also verify that V-A=0.

The result here is zero because é(® - k = 0.
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33.3 The Hamiltonian for the Radiation Field

We now wish to compute the Hamiltonian in terms of the coefficients ¢y (¢). This is an
important calculation because we will use the Hamiltonian formalism to do the quantization
of the field. We will do the calculation using the covariant notation (while Sakurai outlines an
alternate calculation using 3-vectors). We have already calculated the Hamiltonian density for
a classical EM field.

0A 1
= Fy= 4+ ~F,F,,
[ T s

3 - % B 0A,\ 04, +1 0A, B 0A, 0A, B 0A,
Oz, Oxy ) Oxy 4\ Oz, ox, Oz, o0x,

_8A# 0A, l 0A, A, B 0A, 0A,
O0xyg Oy 2 \ Oz, Oz, 0z, Oz,

Now lets compute the basic element of the above formula for our decomposed radiation field.

Ay = Vit zk: ;::1 6&0‘) (ck,a(o)e“‘“p% + Czﬂa(o)e—ikﬂp)
?9:5 - LV % Cé € (cr,a(0)(iky ™o + cf , (0)(—iky)e”Fo"r)

We have all the elements to finish the calculation of the Hamiltonian. Before pulling this all together
in a brute force way, its good to realize that almost all the terms will give zero. We see that
the derivative of A,, is proportional to a 4-vector, say k, and to a polarization vector, say eff‘). The
dot products of the 4-vectors, either k£ with itself or k with € are zero. Going back to our expression
for the Hamiltonian density, we can eliminate some terms.

3 = _8A# 0A, 1 0A, 0A, B 0A, 0A,
N Oxy Oxy 2\ Oz, Ox, Oz, Oz,
B 0A,04, 1
B 04, 0A,

o= - 6,’E4 81'4

The remaining term has a dot product between polarization vectors which will be nonzero if the
polarization vectors are the same. (Note that this simplification is possible because we have assumed
no sources in the region.)
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The total Hamiltonian we are aiming at, is the integral of the Hamiltonian density.

H:/ dxH

When we integrate over the volume only products like e™*»%re=%»%» will give a nonzero result. So
when we multiply one sum over k by another, only the terms with the same k will contribute to the
integral, basically because the waves with different wave number are orthogonal.

1 . Y
V de elkpzpe 1kpmp _ 6k:k:’

H = /d%H

% — _%ggéﬁ (ck,a(o)—e“%% i, (0) e_ikP”””)
H = - / d%%%ﬁi
H = - / d%%zk:a: (ck,a(O) et — ¢ o(0) 6’““””””)
o= =303 (5) oknl06ia® - cha(tona(d]
B = 53 (2) i)+ kO]
> (£) [0 )6ial0) + et aOera(o)

This is the result we will use to quantize the field. We have been careful not to commute ¢
and ¢ here in anticipation of the fact that they do not commute.

It should not be a surprise that the terms that made up the Lagrangian gave a zero contribution
because £ = %(E2 — B?) and we know that E and B have the same magnitude in a radiation field.

(There is one wrinkle we have glossed over; terms with &' = —k.)

33.4 Canonical Coordinates and Momenta

We now have the Hamiltonian for the radiation field.
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It was with the Hamiltonian that we first quantized the non-relativistic motion of parti-
cles. The position and momentum became operators which did not commute. Lets define
Ck,a to be the time dependent Fourier coefficient.

. 2
Ck,a = —W Ck,a

We can then simplify our notation a bit.
w2 .
PESTETR
,Q

This now clearly looks like the Hamiltonian for a collection of uncoupled oscillators; one
oscillator for each wave vector and polarization.

We wish to write the Hamiltonian in terms of a coordinate for each oscillator and the conjugate
momenta. The coordinate should be real so it can be represented by a Hermitian operator and have
a physical meaning. The simplest choice for a real coordinates is ¢ + ¢*. With a little effort we can

identify the coordinate
1 «
Qk,a = E(Ck?70z + Ck,a)

and its conjugate momentum for each oscillator,
w
Pk,a = _?(Clma — CZ,Q)'

The Hamiltonian can be written in terms of these.
1
H = 5 Z [Plg,a + W2Q%,a]

w2 w2 .
=) = et + (2) (enn + ci?]

] ¢
Q
|
S

=
Q

2
) [ (Chia = o) + (Cha + )]

b
B

I
N~ N~ N
/N VN | —
o &

o|E

2
) 2 [ck,ac,’;a + CZ)aCk,a]

—~ B
olE

|
g

[Ch.aCh o+ ChoChal

N——
(]

=
2

This verifies that this choice gives the right Hamiltonian. We should also check that this choice of
coordinates and momenta satisfy Hamilton’s equations to identify them as the canonical
coordinates. The first equation is

OH .
= _Pk‘
6Qk7a “
w,, )

W2Qk:7a = ?(Ck,ot - Cz,a)
w? w, . )
L lenatha) = (it~ el o)
CU2 2
?(Clﬁa + C;;oz) = ?(Clﬁa + CZ,a)
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This one checks out OK.

The other equation of Hamilton is

oOH .
= Q,
0Py o a
1, .

Pk,a = E(Ck,(l + C;::,a)
iw 1, . .
ek~ cha) = z(—ivena+iveh,)
W W
R T I

This also checks out, so we have identified the canonical coordinates and momenta of our
oscillators.

We have a collection of uncoupled oscillators with identified canonical coordinate and momentum.
The next step is to quantize the oscillators.

33.5 Quantization of the Oscillators

To summarize the result of the calculations of the last section we have the Hamiltonian for the
radiation field.

w2
H= Z (Z> [Ch.aCho + ChaChial

k,«x

1 *
Qk,a = E(Ck,a + Ck)a)

w
Pk,a = _?(Ck,a - Clt,a)

1
H= 33 [P +ro]

Soon after the development of non-relativistic quantum mechanics, Dirac proposed that the canonical
variables of the radiation oscillators be treated like p and = in the quantum mechanics we know. The
place to start is with the commutators. The coordinate and its corresponding momentum
do not commute. For example [p,,x] = % Coordinates and momenta that do not correspond, do
commute. For example [p,,z] = 0. Different coordinates commute with each other as do different

momenta. We will impose the same rules here.

[Qk,aa Pk’,o/] == ihékkl 5(10/
[Qk,au Qk’,a’] = 0
[Pk10” Pk',a’] = O

By now we know that if the @ and P do not commute, neither do the ¢ and ¢* so we should continue
to avoid commuting them.
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Since we are dealing with harmonic oscillators, we want to find the analog of the raising and
lowering operators. We developed the raising and lowering operators by trying to write the
Hamiltonian as H = At Ahw. Following the same idea, we get

1

ko = m(ka,a +iPsq)
CLL,Q = \/;ﬁ—w(ka,a —iPy.q)
A o Oka = ﬁ(wc}k,a — 1Py a)(WQk,a + 1 Pr.a)
= L 202 P2t iwQuaPea — iwPeaOrl)
T kot Pia k,aPr,a ko Qk,a
= ﬁ(cﬁ@i’a + P,ia + 1wQk 0 Pr.o — 1w (Qk,aPra + %))
= o (PQhat Plo— )
athaty = g (@?Qha+ Pl
(a;aak,a + %) hw = %(wQQi)a + P,f)a) =H

1
H = (G/L)aak)a + 5) hw

This is just the same as the Hamiltonian that we had for the one dimensional harmonic
oscillator. We therefore have the raising and lowering operators, as long as [ak,q., aL o) =1, as we
had for the 1D harmonic oscillator.

{ak,a, az,a} = [\/%(w@m +iPr.a), \/;L_w(ka)a —iPpa)]
= % [WQk.a + 1 Psoy WQk.o — 1Pk o]
= % (—iw[Qk.ar Pr.a) + W[ Pras Qr.al)
= % (hw + hw)
= 1

So these are definitely the raising and lowering operators. Of course the commutator would be zero
if the operators were not for the same oscillator.

T _
[ak,au ak’,a’] = Ok ey

(Note that all of our commutators are assumed to be taken at equal time.) The Hamiltonian is
written in terms a and a' in the same way as for the 1D harmonic oscillator. Therefore, everything
we know about the raising and lowering operators (See section 10.3) applies here, including the
commutator with the Hamiltonian, the raising and lowering of energy eigenstates, and even the
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constants.

ak,a|nk,o¢> = VNka |nk,o¢ - 1>
a;ya|nk,a> = Nga+ 1 |nk,a + 1>

The ny, can only take on integer values as with the harmonic oscillator we know.

As with the 1D harmonic oscillator, we also can define the number operator.

1 1
H = <a,17aak,a + 5) hw = (Nk,a + 5) hw

—
Nk a = akyaa'k,a

The last step is to compute the raising and lowering operators in terms of the original
coefficients.

1 .
k.o = W(ka,a +iPsq)
w
1 *
Qk,a = E (ck,ot + Ck,a)
w «
Pk,a = _?(Ck,ﬂt - Ck:,a)
1 1 iw
ko = W= (Ch,a + Cp o) — 1 —(Choo — Cf
k, 2hw( c( k, k, ) c ( k, k, ))
1 w N N
= o Z((Ck)a + ck,a) + (Ck?701 - ck,a))
1 w " "
= m?(ekﬂ + Ck,a + Ck,a — Ck,a)
w
- 2hc? (2¢x.0)
2w
= Vet
~ [hc?
Ck.a = 20 Ak,
Similarly we can compute that
% fLC2 +
., =1/ —a
k,a 2w k,a

Since we now have the coefficients in our decomposition of the field equal to a constant times
the raising or lowering operator, it is clear that these coefficients have themselves become
operators.
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33.6 Photon States

It is now obvious that the integer nj . is the number of photons in the volume with wave
number k& and_polarization ¢(@) Tt is called the occupation number for the state designated by
wave number k and polarization é(®). We can represent the state of the entire volume by giving the
number of photons of each type (and some phases). The state vector for the volume is given by the
direct product of the states for each type of photon.

|nk1,0t17nk2,0t27 ooy My 0u > = |nk1,0¢1>|nk2,0¢2>'"7 |nki,0ti>"'

The ground state for a particular oscillator cannot be lowered. The state in which all the oscillators
are in the ground state is called the vacuum state and can be written simply as |[0). We can
generate any state we want by applying raising operators to the vacuum state.

(af, o, ) ke

|nk1,0¢1ank2,0¢27 ooy My o > = H - 7
; v Nk ot

K3

0)

The factorial on the bottom cancels all the v/n + 1 we get from the raising operators.

Any multi-photon state we construct is automatically symmetric under the interchange of
pairs of photons. For example if we want to raise two photons out of the vacuum, we apply two
raising operators. Since [a}“a, aL/,o/] = 0, interchanging the photons gives the same state.

CL]];QCLL/@/ |0> - aTI;Z/7a/a]1;77a |0>

So the fact that the creation operators commute dictates that photon states are symmetric
under interchange.

33.7 Fermion Operators

At this point, we can hypothesize that the operators that create fermion states do not com-
mute. In fact, if we assume that the operators creating fermion states anti-commute (as do
the Pauli matrices), then we can show that fermion states are antisymmetric under interchange. As-
sume bl and b, are the creation and annihilation operators for fermions and that they anti-commute.

{bl,01,} =0

T r

The states are then antisymmetric under interchange of pairs of fermions.
bibl,[0) = —bl.bi|0)

Its not hard to show that the occupation number for fermion states is either zero or one.
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33.8 Quantized Radiation Field

The Fourier coefficients of the expansion of the classical radiation field should now be replaced by
operators.

he?

—a

2w koo

he? 2 of

O a

Ay = ; \/7 ) (ara (™7 + af , (e )

A is now an operator that acts on state vectors in occupation number space. The operator is
parameterized in terms of & and ¢. This type of operator is called a field operator or a quantized

field.

o
kal
Q

{

ﬁﬁ

The Hamiltonian operator can also be written in terms of the creation and annihilation operators.

w2 * *
H = E (Z) [Ck,ack,a*'ck,ack,a]

k,a

w 2%02 t t
= 2(7) % [owarka+okanie]

e

1
= 3 Z hw [ak,aazﬂa + alyaak,a}
k,«

For our purposes, we may remove the (infinite) constant energy due to the ground state energy of
all the oscillators. It is simply the energy of the vacuum which we may define as zero. Note that the
field fluctuations that cause this energy density, also cause the spontaneous decay of excited states
of atoms. One thing that must be done is to cut off the sum at some maximum value of k. We
do not expect electricity and magnetism to be completely valid up to infinite energy. Certainly by
the gravitational or grand unified energy scale there must be important corrections to our formulas.
The energy density of the vacuum is hard to define but plays an important role in cosmology.
At this time, physicists have difficulty explaining how small the energy density in the vacuum is.
Until recent experiments showed otherwise, most physicists thought it was actually zero due to some
unknown symmetry. In any case we are not ready to consider this problem.

H=> hwNiq
k,«

With this subtraction, the energy of the vacuum state has been defined to be zero.

H[0)=0
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The total momentum in the (transverse) radiation field can also be computed (from the classical
formula for the Poynting vector).

D N - 1
P="[ ExBdz=>S hk|Nyo+ =
[ BB o= Sk (Mot )

k,«

This time the % can really be dropped since the sum is over positive and negative E, so it sums to
Zero.
P ="tk Ny
k,a

We can compute the energy and momentum of a single photon state by operating on that state with
the Hamiltonian and with the total momentum operator. The state for a single photon with a given
momentum and polarization can be written as aL o 10).

Hal, |0) = (af, o H + [H,af ,]) 10) = 0+ hwa, ,|0) = hwa], ,|0)
The energy of single photon state is fiw.
Pal,,, 0) = (af . P+ [P.af ,]) 10) = 0+ hkal |0} = hFa], ,|0)

The momentum of the single photon state is hk. The mass of the photon can be computed.
E2 — p262 4 (m62)2

me? = /(hw)? — (hk)2c2 = hv/w? —w? =0

So the energy, momentum, and mass of a single photon state are as we would expect.

The vector potential has been given two transverse polarizations as expected from classical Electricity
and Magnetism. The result is two possible transverse polarization vectors in our quantized field. The
photon states are also labeled by one of two polarizations, that we have so far assumed were linear
polarizations. The polarization vector, and therefore the vector potential, transform like a Lorentz
vector. We know that the matrix element of vector operators (See section 29.9) is associated with an
angular momentum of one. When a photon is emitted, selection rules indicate it is carrying away an
angular momentum of one, so we deduce that the photon has spin one. We need not add anything to
our theory though; the vector properties of the field are already included in our assumptions about
polarization.

Of course we could equally well use circular polarizations which are related to the linear set we have
been using by

1
o) — =~ (e(D) 4 ;@)
€ F e e\ ).

The polarization €& is associated with the m = +1 component of the photon’s spin. These are
the transverse mode of the photon, k- é® = 0. We have separated the field into transverse and
longitudinal parts. The longitudinal part is partially responsible for static E and B fields, while the
transverse part makes up radiation. The m = 0 component of the photon is not present in radiation
but is important in understanding static fields.

By assuming the canonical coordinates and momenta in the Hamiltonian have commutators like
those of the position and momentum of a particle, led to an understanding that radiation is made
up of spin-1 particles with mass zero. All fields correspond to a particle of definite mass and spin.
We now have a pretty good idea how to quantize the field for any particle.
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33.9 The Time Development of Field Operators

The creation and annihilation operators are related to the time dependent coefficients in our
Fourier expansion of the radiation field.

hc?
Ck:,a(t) = Eak,a

. [ he?
Ck,a(t) = Eaz,a

This means that the creation, annihilation, and other operators are time dependent operators as
we have studied the Heisenberg representation (See section 11.6). In particular, we derived the
canonical equation for the time dependence of an operator.

d

FP0 =GB
he = %[H,ak,a(t)]:%(—nw)ak,a(t)z—iwak,a(t)
ilo = 7lHal,(0)] =iwal (0

So the operators have the same time dependence as did the coefficients in the Fourier expan-
sion.

We can now write the quantized radiation field in terms of the operators at ¢t = 0.

1 [ he? . ,
A = — 2F (o) ( o 0 ikpxp T 0 —zkpmp)
V72 % % o\ (0)e + ay, ,(0)e

Again, the 4-vector z, is a parameter of this field, not the location of a photon. The field
operator is Hermitian and the field itself is real.

33.10 Uncertainty Relations and RMS Field Fluctuations

Since the fields are a sum of creation and annihilation operators, they do not commute with the
occupation number operators
Nk,a = G/Lyaak,a-

Observables corresponding to operators which do not commute have an uncertainty principle between
them. So we can’t fix the number of photons and know the fields exactly. Fluctuations in
the field take place even in the vacuum state, where we know there are no photons.
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Of course the average value of the Electric or Magnetic field vector is zero by symmetry. To get an
idea about the size of field fluctuations, we should look at the mean square value of the field,
for example in the vacuum state. We compute (0|F - E|0).

P 10A

c Ot
1 hc? ) .
A, = — N,/ <a>( L(0)eeme gt (0 7“)
8 Ni% %; 5w (W00 g, (O

- 1 he? . )
A = W Z \/ ié(a) (ak@(O)elk”m” + aL,Q(O)e_meP)
ko
- 11 hc? ) )
E = —’LE—V Z ié(a) (—wak,a(())em”m” + wa27a(0)6_1kpwp>
k
nl l hw ~(a 1k,x —ik,x
E = W Z \/ 76( ) (ak,a(())e kpwo _ a,la(())e ko P)

ka
- { tha —ik,x
Bloy = WZ,/76< ) (—afe ™) 0)
ka
1 hw

ka
[ 1
(O|E - E|0) = Vzk:hw—wx

(Notice that we are basically taking the absolute square of E|0) and that the orthogonality of
the states collapses the result down to a single sum.)

The calculation is illustrative even though the answer is infinite. Basically, a term proportional to
aa' first creates one photon then absorbs it giving a nonzero contribution for every oscillator
mode. The terms sum to infinity but really its the infinitesimally short wavelengths that cause this.
Again, some cut off in the maximum energy would make sense.

The effect of these field fluctuations on particles is mitigated by quantum mechanics. In
reality, any quantum particle will be spread out over a finite volume and its the average field over
the volume that might cause the particle to experience a force. So we could average the Electric
field over a volume, then take the mean square of the average. If we average over a cubic volume
AV = Al3, then we find that

hc

B o)~ 1<
OIE - E0) ~ 17

Thus if we can probe short distances, the effective size of the fluctuations increases.

Even the E and B fields do not commute. It can be shown that

[Ex(x), By(a')] = ichd(ds = |/ (x — '), ( — a"),)

There is a nonzero commutator of the two spacetime points are connected by a light-like vector. An-
other way to say this is that the commutator is non-zero if the coordinates are simultaneous.
This is a reasonable result considering causality.



457

To make a narrow beam of light, one must adjust the phases of various components of the beam
carefully. Another version of the uncertainty relation is that AN A¢ > 1, where phi is the phase of
a Fourier component and N is the number of photons.

Of course the Electromagnetic waves of classical physics usually have very large numbers
of photons and the quantum effects are not apparent. A good condition to identify the boundary
between classical and quantum behavior is that for the classical E&M to be correct the number of
photons per cubic wavelength should be much greater than 1.

33.11 Emission and Absorption of Photons by Atoms

The interaction of an electron (See section 29.1) with the quantized field is already in the standard
Hamiltonian.

H ! (*+ eff>2+V( )
= — - T
2m P c
Hop = ——(p-A+A-p)+ < 1A
mee 2me P Pt ome
2
e - e o~
= ——A-p A-A
me + 2mc?
For completeness we should add the interaction with the spin of the electron H = —ji - B.
. S A
Hpp=—— At A A~ L5 VxA
mc 2mc? 2mc

For an atom with many electrons, we must sum over all the electrons. The field is evaluated at
the coordinate  which should be that of the electron.

This interaction Hamiltonian contains operators to create and annihilate photons with transitions
between atomic states. From our previous study of time dependent perturbation theory (See section
28.1), we know that transitions between initial and final states are proportional to the matrix
element of the perturbing Hamiltonian between the states, (n|H;n:|¢). The initial state |)
should include a direct product of the atomic state and the photon state. Lets concentrate
on one type of photon for now. We then could write

i) = [isng )
with a similar expression for the final state.

We will first consider the absorption of one photon from the field. Assume there are NE o
photons of this type in the initial state and that one photon is absorbed. We therefore will need
a term in the interaction Hamiltonian that contains on annihilation operator (only). This will just
come from the linear term in A.

. e 2
(n|Hineli) = (Yning, — 1 - %A PlYisng )
1 hczAa ikpx —tikpx
= <¢m N o~ |W EE( ) (akya(())e kpzp + a117a(0)e kp p) 'ﬁlwi;nE,Q>
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(nlH5 i) = mc\ﬂ/ (ing o — 1) - (r,0(0) €0%) [iimg.)

1k pTp
= m\/— <1/)n,nka 1]l ng [isng ., — 1)

e 1 hnﬂ 1 T ~ —iw
= “m \/— <7/}n| € - el - |1/)1> !

Similarly, for the emission of a photon the matrix element is.

(& —
Hinelt = n; Ny 1] — —A. i Ty
([ Hine|1) (Yning, +1| — plvisng )
(emnit) — e 1 [he . O —ikpzp ).
(n|Hjpy i) = eV 2w (ning o + e -5 af (0) e |ghisng )

e 1 h(ng , +1) —ik-Fa( iw
= S [T T e R e

These give the same result as our earlier guess to put an n + 1 in the emission operator (See Section
29.1).

33.12 Review of Radiation of Photons

In the previous section, we derived the same formulas for matrix elements (See Section 29.1) that
we had earlier used to study decays of Hydrogen atom states with no applied EM field, that is zero
photons in the initial state.

2
Liyn = (m?v|<¢n|eﬂ Te-ploi)|? 0(E, — Bi + hw)

With the inclusion of the phase space integral over final states this became

7zk7"A
R Z [ dulionte Fre o

The quantity k-7 is typically small for atomic transitions

1
E, = pc=hkc= §a2mc2
h
r=~ay=
amce
1a?me h o}

kr ~ - =—
" 2 h amc 2

Note that we have take the full binding energy as the energy difference between states so almost all
transitions will have kr smaller than this estimate. This makes k - 7 an excellent parameter in which
to expand decay rate formulas.
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The approximation that e™**7 ~ 1 is a very good one and is called the electric dipole or E1
approximation. We previously derived the E1 selection rules (See Section 29.5).

Al = £1.
Am = 0,41
As = 0.

The general E1 decay result depends on photon direction and polarization. If information
about angular distributions or polarization is needed, it can be pried out of this formula.

— RN 6|2
P = Gt 3 [ aulignle 57 )

2

+ 1€ €, + 1€
ds, ,/ BdrR* , Ry | dQY; Yo+ —= Ty L 2T Yy Dy,
27ch Z/ / ity g, fine / Lo (6 10 + NG 11+ NG 1— 1) L

Q

Summing over polarization and integrating over photon direction, we get a simpler formula
that is quite useful to compute the decay rate from one initial atomic state to one final atomic state.

40[&)?71 7 |2

1—‘tot = 3¢ 2.2

Here 7,; is the matrix element of the coordinate vector between final and initial states.

For single electron atoms, we can sum over the final states with different m and get a formula
only requires us to do a radial integral.

o 2
4 3 {41
Lior = _ozwzm { o / R}y Ryer® dr for 0= {5+ 1
3¢ 2041 -

The decay rate does not depend on the m of the initial state.

33.12.1 Beyond the Electric Dipole Approximation

Some atomic states have no lower energy state that satisfies the E1 selection rules to decay to.
Then, higher order processes must be considered. The next order term in the expansion of e =7 =
1 — ik - 7+ ... will allow other transitions to take place but at lower rates. We will attempt to
understand the selection rules when we include the ik - 7 term.

The matrix element is proportional to —i{¢y,|(k - 7)(é™ - 7.)|¢) which we will split up into two
terms. You might ask why split it. The reason is that we will essentially be computing matrix
elements of at tensor and dotting it into two vectors that do not depend on the atomic state.

E' <¢n|Fﬁe)|¢z> : é( )
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Putting these two vectors together is like adding to £ = 1 states. We can get total angular momentum
quantum numbers 2, 1, and 0. Each vector has three components. The direct product tensor
has 9. Its another case of

3®3=55D34D1s.

The tensor we make when we just multiply two vectors together can be reduced into
three irreducible (spherical) tensors. These are the ones for which we can use the Wigner-
Eckart theorem to derive selection rules. Under rotations of the coordinate axes, the rotation matrix
for the 9 component Cartesian tensor will be block diagonal. It can be reduced into three spherical
tensors. Under rotations the 5 component (traceless) symmetric tensor will always rotate into
another 5 component symmetric tensor. The 3 component anti symmetric tensor will rotate into
another antisymmetric tensor and the part proportional to the identity will rotate into the identity.

- . . 1. - . - .
(k-f’)(e(”-pe)=§[(/€-f’)(6(”-ﬁ)+( PEN 7]+ [( 7)€V - p) = (k- p)(EN - 7]
The first term is symmetric and the second anti-symmetric by construction.

The first term can be rewritten.

SOall(E-PED )+ (- (e - lo) = %E-<¢n|[f'ﬁ+ﬁﬂ|¢i>-€()

ﬂzm

= 2 7 <¢n|[H0aTﬂ|¢’L>

Tmw -

=~ (onliTli) - €V

This makes the symmetry clear. Its normal to remove the trace of the tensor: " — 7" — % 2

The term proportional to J;; gives zero because k-é = 0. The traceless symmetric tensor has 5
components like an ¢ = 2 operator; The anti-symmetric tensor has 3 components; and the trace term
has one. This is the separation of the Cartesian tensor into irreducible spherical tensors. The five
components of the traceless symmetric tensor can be written as a linear combination
of the Y5,,.

Similarly, the second (anti-symmetric) term can be rewritten slightly.

-

%[(k'F)@“)'ﬁ) (k- 7)€ - 7)] = (k x éV) - (7 x p)

The atomic state dependent part of this, i x p, is an axial vector and therefore has three
components. (Remember and axial vector is the same thing as an anti-symmetric tensor.) So this
is clearly an £ = 1 operator and can be expanded in terms of the Y1,,. Note that it is actually a
constant times the orbital angular momentum operator L.

So the first term is reasonably named the Electric Quadrupole term because it depends on
the quadrupole moment of the state. It does not change parity and gives us the selection rule.

The second term dots the radiation magnetic field into the angular momentum of the atomic state,
so it is reasonably called the magnetic dipole interaction. The interaction of the electron spin
with the magnetic field is of the same order and should be included together with the E2 and M1
terms. B
e -
Ex ey, g
2mc( €v)-a
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Higher order terms can be computed but its not recommended.

Some atomic states, such as the 2s state of Hydrogen, cannot decay by any of these terms basically
because the 2s to 1s is a 0 to 0 transition and there is no way to conserve angular momentum and
parity. This state can only decay by the emission of two photons.

While E1 transitions in hydrogen have lifetimes as small as 10~° seconds, the E2 and M1 transi-
tions have lifetimes of the order of 1073 seconds, and the 2s state has a lifetime of about
% of a second.

33.13 Black Body Radiation Spectrum

We are in a position to fairly easily calculate the spectrum of Black Body radiation. Assume there
is a cavity with a radiation field on the inside and that the field interacts with the atoms of
the cavity. Assume thermal equilibrium is reached.

Let’s take two atomic states that can make transitions to each other: A — B + v and
B+ — A. From statistical mechanics, we have

— By /kT
Np e ™/ — /KT

NA - e—EA/ktT

and for equilibrium we must have

NBFabsorb = NAFemit
NB _ Femit
NA I‘labsmﬂb

We have previously calculated the emission and absorption rates. We can calculate the ratio
between the emission and absorption rates per atom:

2
Z<B|efik.r‘;é(a) . ﬁz|A>

K2

S (Al e il B)

K2

(n,;a + 1)

NB o Fr:'mit
NA 1_‘absorb

2

"E.o
where the sum is over atomic electrons. The matrix elements are closely related.
(Ble™ e 5| 4) = (Alp; - &) B)* = (A]eFTe) i B)*

We have used the fact that k¢ = 0. The two matrix elements are simple complex conjugates
of each other so that when we take the absolute square, they are the same. Therefore, we may
cancel them.

Np (nE,a +1) _ w/kT

N_A - n,;a
1 — nEa(ehw/kT _ 1)
B 1
"Ea = Ghw/kT _q
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Now suppose the walls of the cavity are black so that they emit and absorb photons at any
energy. Then the result for the number of photons above is true for all the radiation modes of the
cavity. The energy in the frequency interval (w,w+ dw) per unit volume can be calculated
by multiplying the number of photons by the energy per photon times the number of modes in that
frequency interval and dividing by the volume of the cavity.

hw L\* .. 1
o2 <%> Amhdk

3
Ulw) = 8r—19 ( ! ) PRYL

U(w)dw =

chw/kT _ 1 \ o1 dw
8th rw\3 1
Ue) =5 (5) gromer
dw 8w hu?

U(V) = (W)E = 0_36hw/kT 1

This was the formula Plank used to start the revolution.
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34 Scattering of Photons

In the scattering of photons, for example from an atom, an initial state photon with wave-number
k and polarization € is absorbed by the atom and a final state photon with wave-number kK and
polarization €' is emitted. The atom may remain in the same state (elastic scattering) or it may
change to another state (inelastic). Any calculation we will do will use the matrix element of the
interaction Hamiltonian between initial and final states.

Hni = (ny ke Hypylis kel
2
A A

e —
Hipe = ——A(x)-p
¢ me (z) -+ 2mc?

The scattering process clearly requires terms in Hmt that annihilate one photon and create
another. The order does not matter. The 5"— < A Ais the square of the Fourier decomposition of
the radiation field so it contains terms like aL,@, ak,o and ak,aa,z/)a/ which are just what we want.

The —%ff - p term has both creation and annihilation operators in it but not products of them.
It changes the number of photons by plus or minus one, not by zero as required for the scattering
process. Nevertheless this part of the interaction could contribute in second order perturbation
theory, by absorbing one photon in a transition from the initial atomic state to an intermediate
state, then emitting another photon and making a transition to the final atomic state. While this
is higher order in perturbation theory, it is the same order in the electromagnetic coupling constant
e, Wthh is what really counts when expanding in powers of a. Therefore, we will need to consider
the 5 L(QA A term in first order and the _FA p term in second order perturbation theory
to get an order « calculation of the matrix element.

Start with the first order perturbation theory term. All the terms in the sum that do not annihi-
late the initial state photon and create the final state photon give zero. We will assume that the
wavelength of the photon’s is long compared to the size of the atom so that e ~ 1.

hc? )
Ay(x) = \/_ Z \/ —e(o‘ ak «(0)e ikpp 4 a (O) 17“"”””)

62 NI T 1 ! i(kp—
ST (n; K'e@A . Alis ke@) = 2m02 v 2\/_ ( ) ( )(ny ke (ak QCLL, o T ak, o Ok, a) etk

e’ 1 FLC « " —i(w—w (e - 12(af

- ImE VT ( )6( ) e )<n;k/€( )|2|Z;k/€( )>
2

— € 1 fLC (a) ( ) 71(w w’ t2< |>

2me2 V o/ww

e? 1 hc?

— e (a) (a )p—ilw—wts
2mce? V Vw m

This is the matrix element H,;(t). The amplitude to be in the final state |n;k'¢®)) is given
by first order time dependent perturbation theory.

t
1 g
_/elwnit anL(t/)dtl

M)y =
0

ky)zp |i: ;Qg(a)>
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¢
2
(1) _ L e 1 he? (o) (e iwnit’  —i(w—w’)t g4/
cn;g’é(a/)(t) N zﬁ2chV\/_ i | € ¢ dt
0

t

2

= ”(Ol) é(o/)(sni/ei(wm-i-w'—w)t’dt/
2imVvw )

Recall that the absolute square of the time integral will turn into 27td(wy; + w’ —w). We will carry
along the integral for now, since we are not yet ready to square it.

Now we very carefully put the interaction term into the formula for second order time dependent

perturbation theory, again using ¢*% ~~ 1. Our notation is that the intermediate state of
atom and field is called |I) = |j,n; ,,nj ) Where j represents the state of the atom and we
may have zero or two photons, as indicated in the diagram.

e - hc? X X
Yy = —A-p g \/ —e(o‘ I a et 4l e“"t)
mc p= " me \/— ke ka

t ta

-1
C;Q)(f) = ? /dtgvnj(tg)e“""j 2/dﬁ1€leit1V]i(f1)
3.k 0
(2) t _ —e? 1 he? dt .E/A(o/) ~(a) —iwta ~(a') t iw'ts I W t2
Cn;];’é(o‘l)( ) - m2c2h2 ; V2m 2<TL, € |(€ Qk,a€ +€ a,k/)a/e )131 >6
0
to
« /dt et (1)@ ay ge=t + €@ gl ety - plis Fel®)
0

We can understand this formula as a second order transition from state |i) to state |n) through all
possible intermediate states. The transition from the initial state to the intermediate state takes
place at time ¢;. The transition from the intermediate state to the final state takes place at time 5.

The space-time diagram below shows the three terms in ¢, (t) Time is assumed to run upward in
the diagrams.

k’, &’

k a

(a) (b ©

Diagram (c) represents the A? term in which one photon is absorbed and one emitted at the same
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point. Diagrams (a) and (b) represent two second order terms. In diagram (a) the initial state
photon is absorbed at time ¢1, leaving the atom in an intermediate state which may or may not be
the same as the initial (or final) atomic state. This intermediate state has no photons in the field. In
diagram (b), the atom emits the final state photon at time ¢1, leaving the atom in some intermediate
state. The intermediate state |I) includes two photons in the field for this diagram. At time 5 the
atom absorbs the initial state photon.

Looking again at the formula for the second order scattering amplitude, note that we integrate over
the times t; and t2 and that t; < t2. For diagram (a), the annihilation operator ay, o is active at time
t; and the creation operator is active at time to. For diagram (b) its just the opposite. The second
order formula above contains four terms as written. The a'a and aa' terms are the ones described
by the diagram. The aa and afa’ terms will clearly give zero. Note that we are just picking the
terms that will survive the calculation, not changing any formulas.

Now, reduce to the two nonzero terms. The operators just give a factor of 1 and make the photon
states work out. If |j) is the intermediate atomic state, the second order term reduces to.

t to
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The —1 terms coming from the integration over ¢; can be dropped. We can anticipate that the
integral over to will eventually give us a delta function of energy conservation, going to infinity when
energy is conserved and going to zero when it is not. Those —1 terms can never go to infinity and
can therefore be neglected. When the energy conservation is satisfied, those terms are negligible and
when it is not, the whole thing goes to zero.
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t
% / dt2ei(wm+w/—w)tg
0

We have calculated all the amplitudes. The first order and second order amplitudes should
be combined, then squared.

en(t)

le(®)P?

A0 () + ()
t
2
€ é Al i(wWnitw —w)t’ 41
57”/6( nit ) dt
2iVm\/w’

0

(nlé’ - ply){sle - pli) | (nlé-pli) sl - pli }/d gilwnitw —w)tz
0

21V m2hvw'w ; [ Wi —w w' + wj;

. (nle’-plg)lé - pli) | (nlé-plj){ile - pli)
(SniE'E—%;[ PEp— + o T o }

dtQ ei(wm—i-w' —w)ta

e
21Vmvw'w 0/

2
PRSP Z (nle’ - ply){sle - pli)  (nlé-pli)sle" - pli)
ni€ mh Wi — W w’+wji
. 2
64 i(wnit+w’ —w)t
AV2m2w'w /dth( B "
0
2
PP Z (n]¢’ ﬁl] Ule-pli) | (nlé- pli)ile’ - pli)
Onié mh i —w w4+ wji
et ,
2
/Vd3k' Z (nl¢ my><g|e Ay {nlé- AiGIE - 1)
(2m)3 e T i —w W'+ wj;
et ,
Ve 2oem + e )
2
[ L [l AN e AU )
(2me)? " mh & wj; — w w4 wj;
g
o4

I
TV iy O lwn + o —w)



467

2
ro-— /dQ Bust - & _sznlé’ﬂjﬂjléﬂiu<nl€-ﬁlj><j|€"ﬁ1¢>]

Wj; —w w' + Wi

Vw/? e4
(2mc)? 4V2m2w'w i

dr et -~ %Z[@I?ﬂjﬂjléﬂ@ n <n|€ﬂj><jl€’ﬂi>}

= —————|0pié- € — ;
Wj; —w w' 4 wj;

aQ (4m)2Vm2cdw m

J

Note that the delta function has enforced energy conservation requiring that w’ = w — wy;, but we
have left w’ in the formula for convenience.

The final step to a differential cross section is to divide the transition rate by the incident flux
of particles. This is a surprisingly easy step because we are using plane waves of photons. The

initial state is one particle in the volume V' moving with a velocity of ¢, so the flux is simply
C

V.
2

4,/ - TPV
Ot -y [ G0 ke
a  (4m)?m2ctw "~ mh —w W'+ wj

The classical radius of the electron is defined to be rg = 47”;2 in our units. We will factor the

square of this out but leave the answer in terms of fundamental constants.

2

do (i)z (g’) 52 hz [ (nle’ - ply){sle - pli) <n|€-ﬁlj><j|€’-ﬁ1i>]

dQ) 4rmc? w Wi —w wj; +w’

This is called the Kramers-Heisenberg Formula. Even now, the three (space-time) Feynman
diagrams are visible as separate terms in the formula.

k’, o’
i
k, «
(a) (b) (©
2
(They show up like |c+ > (a+b)| .) Note that, for the very short time that the system is in an
J

intermediate state, energy conservation is not strictly enforced. The energy denominators in
the formula suppress larger energy non-conservation. The formula can be applied to several physical
situations as discussed below.
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Also note that the formula yields an infinite result if w = 4wj;. This is not a physical result. In fact
the cross section will be large but not infinite when energy is conserved in the intermediate state.
This condition is often refereed to as “the intermediate state being on the mass shell” because of
the relation between energy and mass in four dimensions.

34.1 Resonant Scattering

The Kramers-Heisenberg photon scattering cross section, below, has unphysical infinities if an
intermediate state is on the mass shell.

d_a_< e >2<g’) P hz[nl ﬂ] Gle-pli) | (nle-ply) GIE- pli)

dQ 4drme? w —w wj; + W’

2

In reality, the cross section becomes large but not infinite. These infinities come about because
we have not properly accounted for the finite lifetime of the intermediate state when we derived
the second order perturbation theory formula. If the energy width of the intermediate states is
included in the calculation, as we will attempt below, the cross section is large but not infinite. The
resonance in the cross section will exhibit the same shape and width as does the intermediate
state.

These resonances in the cross section can dominate scattering. Again both resonant terms in the
cross section, occur if an intermediate state has the right energy so that energy is conserved.

34.2 Elastic Scattering

In elastic scattering, the initial and final atomic states are the same, as are the initial and
final photon energies.

2

doetastic _< e? >2 mhz[ 1313 Gle-pli)  Glé-pli){sle - pli)

dQ) 4mc? —w wj; + w
With the help of some commutators, the §;; term can be combined with the others.

The commutator [Z,p] (with no dot products) can be very useful in calculations. When the two
vectors are multiplied directly, we get something with two Cartesian indices.

x;p;j — pjTi = thdij

The commutator of the vectors is ¢/ times the identity. This can be used to cast the first term above
into something like the other two.

rip; —pjri = ihoy
é-é = élél dij
’LT“Lg . é/ = € j( ij — pjilii)

= (&) -p) — (€ pe-

8
N~—
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Now we need to put the states in using an identity, then use the commutator with H to change &
to p.
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TEj is just a number. (é-p);; = (i|é- plj) is a matrix element between states.)

(Reminder: w;;

We may now combine the terms for elastic scattering.

2
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This is a nice symmetric form for elastic scattering. If computation of the matrix elements is
planned, it useful to again use the commutator to change p’into 7.
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34.3 Rayleigh Scattering

Lord Rayleigh calculated low energy elastic scattering of light from atoms using classical
electromagnetism. If the energy of the scattered photon is much less than the energy needed to
excite an atom, w << wj;, then the cross section may be approximated.

FWwji FWwji w w
wj; Tw wji(lztw‘*;i) :F( :iji) + +Wji
2
2 Ar =) s A o A o . A) o
ooy (N 2| [l 1 Gl 1) _ w10 Gl
o drmc? I - Wi — W wj; +w
2 \? /mwy2 y e o Sa e A s
~ () (%) S (01 2 e 21 - e 1) G )
2
+—({ilé" - Zj) (jlé- 1) + (ile - 2lj) <J'|€"f|i>)]
Ji
9 2
= (o) (B et | [ e a1y dle a0 + e 210 G2
B 4mc? h Wijs ¢ JrAgle € T Ale

For the colorless gasses (like the ones in our atmosphere), the first excited state in the UV, so the
scattering of visible light with be proportional to w?*, which explains why the sky is blue and sunsets
are red. Atoms with intermediate states in the visible will appear to be colored due to the strong
resonances in the scattering. Rayleigh got the same dependence from classical physics.

34.4 Thomson Scattering

If the energy of the scattered photon is much bigger than the binding energy of the atom, w >> 1 eV.
then cross section approaches that for scattering from a free electron, Thomson Scattering.
We still neglect the effect of electron recoil so we should also require that hw << m.c?. Start from
the Kramers-Heisenberg formula.

w

do _ <m> (‘“) i é - > {<n|e’ - flﬁ_@i i), (e gﬁfL i)

The hiw = hw' denominators are much larger than Wﬂw which is of the order of the
electron’s kinetic energy, so we can ignore the second two terms. (Even if the intermediate and final
states have unbound electrons, the initial state wave function will keep these terms small.)

2
do _ e le- &)
dQ) 4rmc?
This scattering cross section is of the order of the classical radius of the electron squared,
and is independent of the frequency of the light.

The only dependence is on polarization. This is a good time to take a look at the meaning of
the polarization vectors we’'ve been carrying around in the calculation and at the lack of any
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wave-vectors for the initial and final state. A look back at the calculation shows that we calculated
the transition rate from a state with one photon with wave-vector k and polarization €(® to a final
state with polarization €@ We have integrated over the final state wave vector magnitude,
subject to the delta function giving energy conservation, but, we have not integrated over
final state photon direction yet, as indicated by the %. There is no explicit angular dependence
but there is some hidden in the dot product between initial and final polarization vectors,
both of which must be transverse to the direction of propagation. We are ready to compute
four different differential cross sections corresponding to two initial polarizations times two final
state photon polarizations. Alternatively, we average and/or sum, if we so choose.

In the high energy approximation we have made, there is no dependence on the state of the atoms,
so we are free to choose our coordinate system any way we want. Set the z-axis to be along
the direction of the initial photon and set the x-axis so that the scattered photon is in the
x-z plane (¢ = 0). The scattered photon is at an angle 6 to the initial photon direction and at
¢ = 0. A reasonable set of initial state polarization vectors is

é(l) _

&2

=

<

Pick ¢’ to be in the scattering plane (x-z) defined as the plane containing both k and k' and
¢ to be perpendicular to the scattering plane. é1)’ is then at an angle 6 to the x-axis. é2) is
along the y-axis. We can compute all the dot products.

e e = cosh
. @ —
@ . 0 _
2. 2 — 4

From these, we can compute any cross section we want. For example, averaging over initial state
polarization and summing over final is just half the sum of the squares of the above.

do e? 1
—=(—] =1 29
dQ <47rmc2 ) 2 (1 cos™6)

Even if the initial state is unpolarized, the final state can be polarized. For example, for § = 7,
all of the above dot products are zero except ¢ - é®’" = 1. That means only the initial photons
polarized along the y direction will scatter and that the scattered photon is 100% polarized
transverse to the scattering plane (really just the same polarization as the initial state). The
angular distribution could also be used to deduce the polarization of the initial state if a large
ensemble of initial state photons were available.

For a definite initial state polarization (at an angle ¢ to the scattering plane, the compo-

nent along é1) is cos ¢ and along é?) is sin ¢. If we don’t observe final state polarization we sum
(cos B cos ¢)? + (sin ¢)? and have

9 N\ 2
1
Z—g = (e—) —(cos? 0 cos? ¢ + sin® ¢)

dtme? ) 2

For atoms with more than one electron, this cross section will grow as Z2.
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34.5 Raman Effect

The Kramers-Heisenberg formula clearly allows for the initial and final state to be different.
The atom changes state and the scattered photon energy is not equal to the initial photon energy.
This is called the Raman effect. Of course, total energy is still conserved. A given initial photon
frequency will produce scattered photons with definite frequencies, or lines in the spectrum.

35 Electron Self Energy Corrections

If one calculates the energy of a point charge using classical electromagnetism, the result
is infinite, yet as far as we know, the electron is point charge. One can calculate the energy needed
to assemble an electron due, essentially, to the interaction of the electron with its own field. A
uniform charge distribution with the classical radius of an electron, would have an energy of
the order of m.c?. Experiments have probed the electron’s charge distribution and found that it is
consistent with a point charge down to distances much smaller than the classical radius. Beyond
classical calculations, the self energy of the electron calculated in the quantum theory of
Dirac is still infinite but the divergences are less severe.

At this point we must take the unpleasant position that this (constant) infinite energy should
just be subtracted when we consider the overall zero of energy (as we did for the field energy
in the vacuum). FElectrons exist and don’t carry infinite amount of energy baggage so we just
subtract off the infinite constant. Nevertheless, we will find that the electron’s self energy may
change when it is a bound state and that we should account for this change in our energy
level calculations. This calculation will also give us the opportunity to understand resonant
behavior in scattering.

We can calculate the lowest order self energy corrections represented by the two Feyn-
man diagrams below.

rE

(a) (b)

In these, a photon is emitted then reabsorbed. As we now know, both of these amplitudes are of
order e?. The first one comes from the A? term in which the number of photons changes by zero or
two and the second comes from the A - P term in second order time dependent perturbation theory.
A calculation of the first diagram will give the same result for a free electron and a bound electron,
while the second diagram will give different results because the intermediate states are different if
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an electron is bound than they are if it is free. We will therefore compute the amplitude from
the second diagram.

Hint = _ig . ﬁ
mc
B} 1 he? e e
A = — Z _é(a) (Gﬁ ez( -T—wt) + ai e—z(k»m—wt))
/V 2w k,a k,a

This contains a term causing absorption of a photon and another term causing emission. We separate
the terms for absorption and emission and pull out the time dependence.

Hipp = Z (H;;z’bjefiwt + Hg)rziteiwt)
E,a
he? I
bs k-Zz (@)
Hebs  — I T kyaez e a
Hemit — he? T 71]351? é(a)

The initial and final state is the same |n), and second order perturbation theory will involve a sum
over intermediate atomic states, |j) and photon states. We will use the matrix elements of
the interaction Hamiltonian between those states.

Hy = (IHEn)
Hy = (nlH)
H,; = Hj*n

We have dropped the subscript on H, specifying the photon emitted or absorbed leaving a reminder
in the sum. Recall from earlier calculations that the creation and annihilation operators just give a
factor of 1 when a photon is emitted or absorbed.

From time dependent perturbation theory, the rate of change of the amplitude to be in a state is
given by

. ac(t) W
= = ;Ha‘k(t)%(t)e gkt

In this case, we want to use the equations for the the state we are studying, 1,,, and all intermediate
states, ¥; plus a photon. Transitions can be made by emitting a photon from ,, to an intermdiate
state and transitions can be made back to the state 1, from any intermediate state. We neglect
transitions from one intermediate state to another as they are higher order. (The diagram is emit a
photon from 1, then reabsorb it.)

The differential equations for the amplitudes are then.

de. ) )
- J _ twt —iWwnp it
th— = E H,,e"“"cre J
dt -~
k,«
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zhddit" = ZZHnje_i“’tcjeiW"ft

Ea J

In the equations for ¢,,, we explicitly account for the fact that an intermediate state can
make a transition back to the initial state. Transitions through another intermediate state
would be higher order and thus should be neglected. Note that the matrix elements for the transitions
to and from the initial state are closely related. We also include the effect that the initial state
can become depleted as intermediate states are populated by using ¢, (instead of 1) in the
equation for ¢;. Note also that all the photon states will make nonzero contributions to the sum.

Our task is to solve these coupled equations. Previously, we did this by integration, but needed
the assumption that the amplitude to be in the initial state was 1.

Since we are attempting to calculate an energy shift, let us make that assumption and plug
it into the equations to verify the solution.

—iAEpnt
Cp, =€ *h

AFE, will be a complex number, the real part of which represents an energy shift, and the
imaginary part of which represents the lifetime (and energy width) of the state.

k,«a
—iAEnt
Cp = e R
t
1 e
Cj(t) = %Z/dt/Hjnezwt e%e_zwnjt
Ea 0
t
1 _ )
() = ﬁZ/dt/Hg‘nel(*”"i*Awﬁw)t
E,a 0
ei(*wnijwner)t’ t
(t — H.,
¢;(t) Z 7| Plwny + A —w) |
k,«
i(_wnj—Awn-'rw)t _ 1
e
50 = 3 Hn A0

k,a

Substitute this back into the differential equation for ¢, to verify the solution and to find out
what AFE, is. Note that the double sum over photons reduces to a single sum because we must
absorb the same type of photon that was emitted. (We have not explicitly carried along the photon
state for economy.)

dey, - o
Ea I
i(—wnj—Awp+w)t _ 1
€
) = S Hp
CJ( ) Z J h(an + Awn _w)

k,«x
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de i(—wnj—Awn—i-w)t -1
h_” _ AEn —iAEt/h __ Hn H. n —iwt zwn]t
! dt Z; tiine R(wn; + Awp, — w)
k,a
) i(—wnj—Awp+w)t _ 1
AEn — Hn 12 i (wnj+Aw, —w)t €
Z;' il"e Ti(wnj + Dy — )
k,a

1— ¢t H(Wnj+Awp—w)t

AEn = ZZ| n]|2 w —i—Awn—w)

Since this a calculation to order e? and the interaction Hamiltonian squared contains a factor of
e? we should drop the Aw,, = AE, /hs from the right hand side of this equation.

z(wnj w)t

ZZ'H”U|2 WJ—CU)

ko J

We have a solution to the coupled differential equations to order e?. We should let t — oo
since the self energy is not a time dependent thing, however, the result osc111ates as a function of
time. This has been the case for many of our important delta functions, like the dot product of
states with definite momentum. Let us analyze this self energy expression for large time.

t
it
) I 1-— ew
—i [ et dt =
x
0

If we think of x as a complex number, our integral goes along the real axis. In the upper half plane,
just above the real axis, z — x + i€, the function goes to zero at infinity. In the lower half plane it
blows up at infinity and on the axis, its not well defined. We will calculate our result in the upper
half plane and take the limit as we approach the real axis.

We have something of the form

T 1€

o
. 1—e L it . 1 .
lim =— lim i [ €' df’ = lim — = lim 5 5~ 3 5
t—00 T e—0+ e—0+ x + 1€ e—0+ | %+ € T4 + €

This is well behaved everywhere except at x = 0. The second term goes to —oo there. A little
further analysis could show that the second term is a delta function.
1—eit 1

tli)rgo = imd(x)

Recalling that c,e~iEnt/h = =5 e=iBnt/h — o=i(Ent MBI the real part of AE, corresponds

to an energy shift in the state |n) and the imaginary part corresponds to a width.

R(AE,) = ZZFLE:”

ko I

S(AE,) = —WZZ|HM| —w) =7 Y |Hnj|*0(En — Ej — hw)

ka J ka J
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All photon energies contribute to the real part. Only photons that satisfy the delta
function constraint contribute to the imaginary part. Moreover, there will only be an
imaginary part if there is a lower energy state into which the state in question can decay. We can
relate this width to those we previously calculated.

——J (AE,) ZZ%'H’”' Eyn — B — hw)
ka J

The right hand side of this equation is just what we previously derived for the decay rate of state
n, summed over all final states.
2
—=(AE,) =T,

The time dependence of the wavefunction for the state n is modified by the self energy
correction.

Un ( ) ’lﬁn( ) En-HR(AEn))t/ﬁ nt

This also gives us the exponential decay behavior that we expect, keeping resonant scattering
cross sections from going to infinity. So, the width just goes into the time dependence as
expected and we don’t have to worry about it anymore. We can now concentrate on the energy
shift due to the real part of AF,.

H,
AB, =RAE) = Y Y - c|umg|

k:a J

Hnj = <7’L|Hgﬁj|]>
he2 .-
Habs - _ ik-Z = A(a)
2m2wV€ pe
|(n]e™ 75 - é®)|j) 2

AE, =

m2V ;; wW(wnj —w)

e [V dk |n|e“ e[
= o [ G o2 S
K2dk |( nw 5. )] )]
- (2w 32m2zz/dQ (Wnj —w)

_ e w|(n]e®Tpj) - )2
= RS zjjzaj / a0 / 0

In our calculation of the total decay rate summed over polarization and integrated over photon
direction (See section 29.7), we computed the cosine of the angle between each polarization vector
and the (vector) matrix element. Summing these two and integrating over photon direction we got
a factor of %’T and the polarization is eliminated from the matrix element. The same calculation
applies here.

87 [ wl|(nle™ z131J>|
AFE, = —
(2m) 32m203 Z / (Wnj —w) o./
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w|(nfe :”171]>|
fr— d
Wzmch Z/ (wnj — w) w
2ah w|(n|e’™ :”17|J>|
= —_—
3rm2c? Z/ (Wnj —w) w

Note that we wish to use the electric dipole approximation which is not valid for large k = <.
It is valid up to about 2000 eV so we wish to cut off the calculation around there. While this
calcul%tion clearly diverges, things are less clear here because of the eventually rapid oscillation of
the €% term in the integrand as the E1 approximation fails. Nevertheless, the largest differences
in corrections between free electrons and bound electrons occur in the region in which the E1
approximation is valid. For now we will just use it and assume the cut-off is low enough.

It is the difference between the bound electron’s self energy and that for a free electron

in which we are interested. Therefore, we will start with the free electron with a definite

momentum p. The normalized wave function for the free electron is %eiﬁ'f/ R

2ah w RN IV, 2
AEfree = —ip-&/h = ip -:c/hdS d
! 3rm2c2V2 Z/ (Wny — ) ‘/6 pe x w
- 2 i(p'-Z/h—p-Z /)
37rm2c2V2 7 Z/ (wnj — }/ @ dw

_ 2
- 37rm202V2 |ﬁ.| Z/ |V5ﬁ’ P| dw
2ah 9 w
= _— e ——— d
3mm?2c? 7 0/ (Wnj —w) n
20h 9 w
= — —  d —
3mm?2c? 7 0/ (Wnj —w) W Teo

It easy to see that this will go to negative infinity if the limit on the integral is infinite. It is quite
reasonable to cut off the integral at some energy beyond which the theory we are using is invalid.
Since we are still using non-relativistic quantum mechanics, the cut-off should have hw << mc?. For
the E1 approximation, it should be hw << 27whc/1 = 10keV. We will approximate (wn(fi—w) ~ -1
since the integral is just giving us a number and we are not interested in high accuracy here. We
will be more interested in accuracy in the next section when we compute the difference between free
electron and bound electron self energy corrections.

Ecut—off/h
w

AEfree |51 / — dw
0

37Tm2c2 (Wnj —w)
Ecut—off/h

_ 2
N 37rm2 c? 171 / dw
0

2
37rm2 c?

|ﬁ.| Ecut ojf/h
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20
3mm?2c?

—Clpt”

P Ecut—of

If we were hoping for little dependence on the cut-off we should be disappointed. This self energy
calculated is linear in the cut-off.

For a non-relativistic free electron the energy % decreases as the mass of the electron increases,
so the negative sign corresponds to a positive shift in the electron’s mass, and hence an
increase in the real energy of the electron. Later, we will think of this as a renormalization of
the electron’s mass. The electron starts off with some bare mass. The self-energy due to the
interaction of the electron’s charge with its own radiation field increases the mass to what is
observed.

Note that the correction to the energy is a constant times p?, like the non-relativistic formula
for the kinetic energy.

20

Cc = 7Ecu —o
3rm2c2 cutmelf
p2 _ p2 _ sz
2'rnobs 2mbare
1 1
- —20
Mobs Mpare
Mbare (1 + 2Cmpare) (1+2Cm)
Mobs = T~ ~ Mpare)Mbare ~ ™m)Mpare
b 1— 2cmbare b b b
4fOé-Ecut—off
= 1 a5 are
(1+ 3rmc? Jmo

If we cut off the integral at m.c?, the correction to the mass is only about 0.3%, but if
we don’t cut off, its infinite. It makes no sense to trust our non-relativistic calculation up to infinite
energy, so we must proceed with the cut-off integral.

If we use the Dirac theory, then we will be justified to move the cut-off up to very high energy.
It turns out that the relativistic correction diverges logarithmically (instead of linearly) and the
difference between bound and free electrons is finite relativistically (while it diverges logarithmically
for our non-relativistic calculation).

Note that the self-energy of the free electron depends on the momentum of the electron, so we
cannot simply subtract it from our bound state calculation. (What p? would we choose?) Rather
me must account for the mass renormalization. We used the observed electron mass in
the calculation of the Hydrogen bound state energies. In so doing, we have already included some
of the self energy correction and we must not double correct. This is the subtraction we must make.

Its hard to keep all the minus signs straight in this calculation, particularly if we consider the
bound and continuum electron states separately. The free particle correction to the electron mass is

positive. Because we ignore the rest energy of the electron in our non-relativistic calculations, This

makes a negative energy correction to both the bound (E = —5:ra*mc?) and continuum (E ~ %)

Bound states and continuum states have the same fractional change in the energy. We need to add
back in a positive term in AFE, to avoid double counting of the self-energy correction. Since the
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bound state and continuum state terms have the same fractional change, it is convenient to just use
2
2— for all the corrections.

2 2
p p 2
= - C
2mobs 2mba7"e P
2
AEY) = AE, +C(n|p*n) = AE, + mEcut—Off<”|p2|”>

Because we are correcting for the mass used to calculate the base energy of the state |n), our
correction is written in terms of the electron’s momentum in that state.

35.1 The Lamb Shift

In 1947, Willis E. Lamb and R. C. Retherford used microwave techniques to determine the splitting
between the 25% and QP% states in Hydrogen to have a frequency of 1.06 GHz, (a wavelength
of about 30 cm). (The shift is now accurately measured to be 1057.864 MHz.) This is about the
same size as the hyperfine splitting of the ground state.

The technique used was quite interesting. They made a beam of Hydrogen atoms in the 2S5 1
state, which has a very long lifetime because of selection rules. Microwave radiation with a
(ﬁxed) frequency of 2395 MHz was used to cause transitions to the 2Ps state and a magnetic field
was adjusted to shift the energy of the states until the rate was largest. The decay of the
2P5 state to the ground state was observed to determine the transition rate. From this, they
were able to deduce the shift between the 25 1 and 2P1 states.

Hans Bethe used non-relativistic quantum mechanics to calculate the self-energy correction
to account for this observation.



480

We now can compute the correction the same way he did.

2a
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J

It is now necessary to discuss approximations needed to complete this calculation. In particular,
the electric dipole approximation will be of great help, however, it is certainly not warranted for large
photon energies. For a good E1 approximation we need £, << 1973 eV. On the other hand, we want
the cut-off for the calculation to be of order weyt—off ~ mc? /h. We will use the E1 approximation
and the high cut-off, as Bethe did, to get the right answer. At the end, the result from a relativistic
calculation can be tacked on to show why it turns out to be the right answer. (We aren’t aiming for
the worlds best calculation anyway.)

Weut—of f

2ah w
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Weut—of f
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T 3rm2e2 Zwm [log(|wn;|) — log(weut—oss — wy)] [{nlpls)|*

Q
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2ah |wn] _
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The log term varies more slowly than does the rest of the terms in the sum. We can approximate
it by an average Bethe used numerical calculations to determine that the effective average of
hiwn; is 8.90*mc?. We will do the same and pull the log term out as a constant.

obs 2ah |&on]
AEb) — P log< J )Zwm| (n|pl5)|?

c? Weut—of f

This sum can now be reduced further to a simple expression proportional to the [+, (0)* using a

typical clever quantum mechanics calculation. The basic Hamiltonian for the Hydrogen atom
2
is HO = 2p_m + V(’I”)

) = (V] =29V
GlIp Holln) = 2 4G19VIn)
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This must be a real number so we may use its complex conjugate.
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B s
= —5 (nle*d(@)In)

e?h? 9
= S 0)]

Only the s states will have a non-vanishing probability to be at the origin with [t,,00(0)|? =

ﬁg and ag = % Therefore, only the s states will shift in energy appreciably. The shift will be.
0
2ah |con;]| eh 1 samc\3
s~ 2 (Lol )1 (o
" 3mm?2c? 8 Weut—off) 2 mn3 h
_ a*é’me Weut—of f
- 3n2hn3 |0
_ 4admc? o wcuf,off
3mn3 |con;]
5, .2 2
Aplbs) . atmet me
2s 6 2\ 8.9a2me

AE;ZbS) a’mecie 1
onh ~ 12n%he 8 \oaz ) = 1O G2

This agrees far too well with the measurement, considering the approximations made and the
dependence on the cut-off. There is, however, justification in the relativistic calculation. Typically,
the full calculation was made by using this non-relativistic approach up to some energy of the
order of amc?, and using the relativistic calculation above that. The relativistic free electron
self-energy correction diverges only logarithmically and a very high cutoff can be used
without a problem. The mass of the electron is renormalized as above. The Lamb shift does not
depend on the cutoff and hence it is well calculated. We only need the non-relativistic part of
the calculation up to photon energies for which the E1 approximation is OK. The relativistic part
of the calculation down to wy, yields.

4a® me? 1 1 9
Abn = 3mn3 <10g <2hwmm) + 24 g) me

The non-relativistic calculation gave.

40P Wini
AE, = 1 ) me?
33 °g<|wnj|> e

So the sum of the two gives.

4ab mc? 11 1
AE(ObS) — 1 - = 2
n 373 \ 8\ 2haon, ) T 21 T 5)

The dependence on w,,;, cancels. In this calculation, the mc? in the log is the outcome of the
relativistic calculation, not the cutoff. The electric dipole approximation is even pretty good since
we did not need to go up to large photon energies non-relativistically and no E1 approximation is
needed for the relativistic part. That’s how we (and Bethe) got about the right answer.

The Lamb shift splits the 251 and 2P: states which are otherwise degenerate. Its origin
is purely from field theory. The experimental measurement of the Lamb shift stimulated
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theorists to develop Quantum ElectroDynamics. The correction increases the energy of s
states. One may think of the physical origin as the electron becoming less pointlike as virtual
photons are emitted and reabsorbed. Spreading the electron out a bit decreases the effect of being
in the deepest part of the potential, right at the origin. Based on the energy shift, I estimate that
the electron in the 2s state is spread out by about 0.005 Angstroms, much more than the
size of the nucleus.

The anomalous magnetic moment of the electron, g — 2, which can also be calculated in field
theory, makes a small contribution to the Lamb shift.
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36 Dirac Equation

36.1 Dirac’s Motivation

The Schrédinger equation is simply the non-relativistic energy equation operating on a

wavefunction. )

P
E=—+V
5 T V()

The natural extension of this is the relativistic energy equation.
E2 — p202 4 (m02)2

This is just the Klein-Gordon equation that we derived for a scalar field. It did not take physicists
long to come up with this equation.

Because the Schrodinger equation is first order in the time derivative, the initial conditions
needed to determine a solution to the equation are just (¢t = 0). In an equation that is second
order in the time derivative, we also need to specify some information about the time derivatives at
t = 0 to determine the solution at a later time. It seemed strange to give up the concept that all
information is contained in the wave function to go to the relativistically correct equation.

If we have a complex scalar field that satisfies the (Euler-Lagrange = Klein-Gordon) equations
Op—m?¢ = 0
D¢* _ m2¢* _ O,

it can be shown that the bilinear quantity

h/ *
m g (2 2,)

= omi Oz, Oz,

satisfies the flux conservation equation

0sy, h (0¢* 0¢ 0¢* 0¢ h 5
_K _ *Ob — (O — — —— ) = —— *6— 0 d) =0
<8:EM Ox,, +¢"0¢ — (07) Oz, Oz, omi (97¢ —¢79)
and reduces to the probability flux we used with the Schrodinger equation, in the non-relativistic
limit. The fourth component of the vector is just ¢ times the probability density, so that’s fine too

(using €™t/ a5 the time dependence.).

Ox,, T 2mi

The perceived problem with this probability is that it is not always positive. Because the
energy operator appears squared in the equation, both positive energies and negative energies are
solutions. Both solutions are needed to form a complete set. With negative energies, the probability
density is negative. Dirac thought this was a problem. Later, the vector s, was reinterpreted
as the electric current and charge density, rather than probability. The Klein-Gordon equation
was indicating that particles of both positive and negative charge are present in the complex
scalar field. The “negative energy solutions” are needed to form a complete set, so they cannot be
discarded.

Dirac sought to solve the perceived problem by finding an equation that was somehow linear in the
time derivative as is the Schrodinger equation. He managed to do this but still found “negative
energy solutions” which he eventually interpreted to predict antimatter. We may also be motivated
to naturally describe particles with spin one-half.
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36.2 The Schrodinger-Pauli Hamiltonian

In the homework on electrons in an electromagnetic field, we showed that the Schrédinger-Pauli
Hamiltonian gives the same result as the non-relativistic Hamiltonian we have been
using and automatically includes the interaction of the electron’s spin with the magnetic

field.

The derivation is repeated here. Recall that {o;,0;} = 26,5, [0i, 0] = 2€;5,0%, and that the momen-
tum operator differentiates both A and the wavefunction.

e2 e
00 (pipj + C—QAiAj + E(piAj + Aipj))
1 e2 e h O0A;
2 e eh 0A;
i (pipj + C—QAiAj) + E(UiojAjpi + 0;0iA;pi) + 7e 0199 (%Z

e? e ehl 0A;
pz"r?Az-i-E{Ui,Uj}Ajpi-f—E§(0¢Uj+0i0j) axj
e? e eh1 0A;
p2 + gAz + EQ(SijAjpi + E§ (Uioj —0,0; + 25@‘) (9—$j
2
9 € o5 2~ _ eh 0A;
'Ly O SR T ) 2
P —|—c2 + . p+ic (t€ijk0on + 0i5) oz,
e? 2e - h. 0A;
P+ —2A2 +—A-p+ e.—Zeiijk—J
c c ic ox;
2 2e - h -,
P+ A2+ S5+ 26 B
c c c
2 2
P e - e 9 eh _ =
Py, ° 7. A2 — L 7. B
2m + me P 2mc? ¢+ 2mca
eh

1l es s - 5 Bro
= 2m[p+cA(r,t)] ed(7,t) + g - B(7,t)

We assume the Lorentz condition applies. This is a step in the right direction. The wavefunction
now has two components (a spinor) and the effect of spin is included. Note that this form of
the NR Hamiltonian yields the coupling of the electron spin to a magnetic field with the correct g
factor of 2. The spin-orbit interaction can be correctly derived from this.
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36.3 The Dirac Equation

We can extend this concept to use the relativistic energy equation (for now with no EM
field). The idea is to replace p’ with & - p.

This is again written in terms of a 2 component spinor ¢.

This equation is clearly headed toward being second order in the time derivative. As with Maxwell’s
equation, which is first order when written in terms of the field tensor, we can try to write a first
order equation in terms of a quantity derived from ¢. Define

ot = 9
o 1 (mai — ik - ﬁ) »)

me To

Including the two components of (%) and the two components of $(/)| we now have four components
which satisfy the equations.

0 - 0 -
L O e (L) _ 2 (L)
(zhaxo +ihd V) (zhaxo ihd V) o) (me)*¢
<zﬁi +iho - 6) mep® = (me)?pH)
6;100
(mi +ihd - 6) o = mepH)
8:50
(mi — ik - ﬁ) o) = megp
8I0

These (last) two equations couple the 4 components together unless m = 0. Both of the above
equations are first order in the time derivative. We could continue with this set of coupled equations
but it is more reasonable to write a single equation in terms of a 4 component wave function.
This will also be a first order equation. First rewrite the two equations together, putting all the
terms on one side.

<m5 V- mi) o)+ mep =0
6;100

(—m&- V- mi) o 4 mep) =0
8I0
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Now take the sum and the difference of the two equations.

ihG (60 — ¢y _ iﬁ%(d)(R) + 6B 4 me(6® 4 o)) = 0
0

ihG V(60 4+ o)) — m%(d,(m Y 4 (6B — g8y =
0

Now rewriting in terms of ¥4 = ¢ + ¢(X) and g = ¢ — ¢(L) and ordering it as a matrix
equation, we get.

—ih - D(6® — 6 M) — i () 1 ) 4 me(6® + 6) = 0
0

ihg - V(e + o)) +in 68

Zo

(6 = 6) + me(¢!™ — ¢!¥) =0
_ihai(¢(R) + D) = ihd - (65 — 60 4 me(e® + ¢lD) = 0
o
ihG - V(6 + D) 4 iﬁai(ﬂﬁ”"" — 60) 4 me(® — ¢ = g
Zo
—mim —ih@ - Vibp + mepa = 0
83:0
ihG - Vipa + miw +mepp =0
(91:0

o o) ()i -
iha -V ma% VB YB

Remember that 14 and ¥p are two component spinors so this is an equation in 4 components.

We can rewrite the matrix above as a dot product between 4-vectors. The matrix has a dot product
in 3 dimensions and a time component

(—iha%o —ih&ﬁ) _ h[('*oﬂ _Z-gv)Jr(a% 0 )]
ihé -V z‘ha% id -V 0 0 _6%
0 —io;\ O 1 0 0 0
= h||{. ! — | =h |
[C S R R E R
The 4 by 4 matrices v, are given by.
S 0 —iUi
T e 0
_ 1 0
Y4 = 0 —1

With this definition, the relativistic equation can be simplified a great deal.

—ihg _mav) (m) (W)_
(m&ﬁ ihg vp ) T gy ) Y
P

_ (A _ | ¥

1/}_<1/)B)_ 3

Py
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0
Mgt + metp =0

The Dirac equation in the absence of EM fields is

0 me
(e, 5 ) =0

1) is a 4-component Dirac spinor and, like the spin states we are used to, represents a coordinate
different from the spatial ones.

The gamma matrices are 4 by 4 matrices operating in this spinor space. Note that there are 4
matrices, one for each coordinate but that the row or column of the matrix does not correlate with
the coordinate.

00 0 —i 0 0 0 —1 0 0 —i 0 10
00 —i 0 0 01 0 0 0 0 i 0 1
=10 i 0 o0 =10 10 0 B=1s 0o o of ™7 lo o -1
i 0 0 0 100 0 0 —i 0 0 0 0

o O O

Like the Pauli matrices, the gamma matrices form a vector, (this time a 4vector).

It is easy to see by inspection that the « matrices are Hermitian and traceless. A little compu-
tation will verify that they anticommute as the Pauli matrices did.

{'V;U '71/} = 25;w

Sakurai shows that the anticommutation is all that is needed to determine the physics. That is, for
any set of 4 by 4 matrices that satisfy {v,,7.} =26,.,

0 mc
(g + ) =

will give the same physical result, although the representation of ¥ may be different. This is
truly an amazing result.

There are a few other representations of the Dirac matrices that are used. We will try hard to stick
with this one, the one originally proposed by Dirac.

It is interesting to note that the primary physics input was the choice of the Schrodinger-
Pauli Hamiltonian
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that gave us the correct interaction with the electron’s spin. We have applied this same momentum
operator relativistically, not much of a stretch. We have also written the equation in terms of four
components, but there was no new physics in that since everything could be computed from two
components, say ¢(&) since
1 0 -
pB = — <m— — ihd - v) o).
me Oxg

Dirac’s paper did not follow the same line of reasoning. Historically, the Schrodinger-Pauli Hamil-
tonian was derived from the Dirac equation. It was Dirac who produced the correct equation for
electrons and went on to interpret it to gain new insight into physics.

Dirac Biography

36.4 The Conserved Probability Current

We now return to the nagging problem of the probability density and current which prompted Dirac
to find an equation that is first order in the time derivative. We derived the equation showing con-
servation of probability (See section 7.5.2), for 1D Schrédinger theory by using the Schrodinger
equation and its complex conjugate to get an equation of the form

OP(z,t) n 0j(x,t)

ot or 0-

We also extended it to three dimensions in the same way.
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Our problem to find a similar probability and flux for Dirac theory is similar but a little more
difficult. Start with the Dirac equation.

8 me

Since the wave function is a 4 component spinor, we will use the Hermitian conjugate of the
Dirac equation instead of the complex conjugate. The v matrices are Hermitian.

(9
out T
Iy )* M+_¢ =0

The complex conjugate does nothing to the spatial component of x,, but does change the sign of
the fourth component. To turn this back into a 4-vector expression, we can change the sign back by
multiplying the equation by 4 (from the right).

oYt oyt
o T Y =0
ot oyl

7 _ 7 me . 0
B VkVa 924 Yaya + - Pl

Wy iy
oxy, Ve 0x4

me
Y4 + 7#”’74 =0

Defining 1) = 1174, the adjoint spinor, we can rewrite the Hermitian conjugate equation.

o oY me -

Bxkfyk_(?m%_'— h v=0
o me -
o, TR V=0

This is the adjoint equation. We now multiply the Dirac equation by 1 from the left and multiply
the adjoint equation by ¥ from the right, and subtract.

oY o

Dl + 3 00+ gy = I =0
; w w _
(¢7u¢) 0
],u = J"Y,u‘/)
9
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We have found a conserved current. Some interpretation will be required as we learn more about
the solutions to the Dirac equation and ultimately quantize it. We may choose an overall constant
to set the normalization. The fourth component of the current should be ic times the probability
density so that the derivative with respect to x4 turns into %—f. Therefore let us set the properly

normalized conserved 4-vector to be

ju = iC'J]Vu'@[J-

36.5 The Non-relativistic Limit of the Dirac Equation

One important requirement for the Dirac equation is that it reproduces what we know
from non-relativistic quantum mechanics. Note that we have derived this equation from
something that did give the right answers so we expect the Dirac equation to pass this test. Perhaps
we will learn something new though.

We know that our non-relativistic Quantum Mechanics only needed a two component spinor. We
can show that, in the non-relativistic limit, two components of the Dirac spinor are large and two are
quite small. To do this, we go back to the equations written in terms of ¥4 and ¥, just prior to the

introduction of the v matrices. We make the substitution to put the couplings to the electromagnetic
field into the Hamiltonian.

36.5.1 The Two Component Dirac Equation

First, we can write the two component equation that is equivalent to the Dirac equation.
Assume that the solution has the usual time dependence ¢ ¥/, We start from the equation in

4 and Yp.
—ihg2 —ihé -V 1/1,4) <¢A>
(m&ﬁ i )<¢B Fmel ) =0
R AYED va\
(—aﬁ £ )(%)mc(%)_

Turn on the EM field by making the usual substitution g’ — p'+ %/Y and adding the scalar potential
term.

_ L E 4+ eAs — me? F- (54 ¢A
om0 Vo

- - (ﬁ+ gA’) 1(E+eAg+mc? ¥
%(E—f' €A0 — mc2)¢A =7 (_»"f' §g> ’lﬁB
1 .
—(E 4 eAy +mc)pp = - (]5'+ EA) Ya
c c

These two equations can be turned into one by eliminating ¢p.

1 9 L [/, € c L [/, €=
(B +edo—me)pa =5 (7+CA) <E+6A0+mc2>("(p+z"‘)w
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This is the two component equation which is equivalent to the Dirac equation for energy eigenstates.
The one difference from our understanding of the Dirac equation is in the normalization. We shall
see below that the normalization difference is small for non-relativistic electron states but needs to
be considered for atomic fine structure.

36.5.2 The Large and Small Components of the Dirac Wavefunction

Returning to the pair of equations in 14 and 5. Note that for E ~ mc?, that is non-relativistic
electrons, 14 is much bigger than 9 p.

1
—(E +eAo +mc*)pp =G - ( )
c
c e -
~ g (p+—-A
VB ome2’ ( c va 2mc2 va

In the Hydrogen atom, 15 would be of order 3 times smaller, so we call 14 the large component
and ¢p the small component. When we include relativistic corrections for the fine structure of
Hydrogen, we must consider the effect 15 has on the normalization. Remember that the conserved
current indicates that the normalization condition for the four component Dirac spinor is.

Jo = ¥yap = YT yayap = ¢y

36.5.3 The Non-Relativistic Equation

Now we will calculate the prediction of the Dirac equation for the non-relativistic coulomb
problem, aiming to directly compare to what we have done with the Schrodinger equation for
Hydrogen. As for previous Hydrogen solutions, we will set A = 0 but have a scalar potential
due to the nucleus ¢ = Ap. The energy we have been using in our non-relativistic formulation is
EWNE) — B — mc?. We will work with the equation for the large component 4. Note that
Ap is a function of the coordinates and the momentum operator will differentiate it.

CQ

(p+ A) (E +eAp +mc2) ' (ﬁ+ SJ) va

Lo c?

p(E + eAo + mc?)

(B +eAy —me*)a

G-ppa = (EWNB +edg)pa

Expand the energy term on the left of the equation for the non-relativistic case.

c? _ 1 2mc?
E+edy+me® ch—I—E(NR + eAy + mc?

2mc2+E NR) +6A0>

<1 + E(Ef,iizeA” )

E(NR + 6A0 (E(NR) + €A0>2 >
+ + ...

2mc? 2mc?

%

1—-

S %’\H s\
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We will be attempting to get the correct Schrédinger equation to order o, like the one we used to
calculate the fine structure in Hydrogen. Since this energy term we are expanding is multiplied in
the equation by p?, we only need the first two terms in the expansion (order 1 and order o?).

L1 (1_ EWNR) 4 ¢4y

a-p 2mc?

) G-ppa = (EWNB +edg)pa

2m

The normalization condition we derive from the Dirac equation is

jo = Pyt = iy = iy = Ylipa + Ly = 1.

pe
Yp = stha

R
o)
<o)

Ya = ( —8£QCQ> G

We’ve defined ¢, the 2 component wavefunction we will use, in terms of ¥4 so that it is properly
normalized, at least to order a*. We can now replace 14 in the equation.

| ENR) 4 A . p? NR p?
”'p%(1‘7>”'19(1‘m—262>¢ = (& ’+€A0>(1‘m)¢

Yha + Phis ~ (

oo

2mc?

This equation is correct, but not exactly what we want for the Schrodinger equation. In particular,
we want to isolate the non-relativistic energy on the right of the equation without other

operators. We can solve the problem by multiplying both sides of the equation by (1 — 877;10—;:2)'

1——p2 2 oL 1_7EUWRMF€AO 5P 1——p2 ¥
8m?2c? o p2m 2mc? a-p 8m?2c?

2m  8m2c¢2 2m  2m 2mc? o 2m  8m?2c?

(a-ﬁﬁ-ﬁ p* G-p7-p G-pEWNR fedy, | G-p7-p p? )w

2 2
= ((E(NR) +edo) — P__pwr _ _P eAy — erp—
4 mac

m2c? 8m?2c2
(p2 P p? pP BENR g pAG-§ p* p? )w

2m  8m2c22m  2m 2mc? 4m?2c? 2m 8m?2c?

2 2
= ((EWVB) eAp) — P pWNR) _ L a)—eA
0 4m?2c? 8m2cz 0 0

2 4 7. GAG T 2 2
P . 7.Vl W T N G WSS S
8m?2c m2c?
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We have only kept terms to order a*. Now we must simplify two of the terms in the equation
which contain the momentum operator acting on the field.

PPAyp = —hPV2Agp = —h*V - (VAo + AgV) = —h2 (V2 Ag)t + 2(V Ag) - (Vi) + A V2y)
= —h3(V2Ao)y + 2hE - jip + Agpy
h ho
G AT = <G (VA)G Pt AoG 5=~ B+ Aop? = il(0;Eiojpj) + Aop?

= FL(O’iO'jEipj) + A0p2 = ihieiijkEipj + ’L?:LE_: ﬁ—F A0p2 = —FLE . E X ﬁ—|— ZFLE ﬁ—F A0p2

Plugging this back into the equation, we can cancel several terms.

p? p? ehé - E x p— iehE - P — eAgp? "
om 07 Smie2 4m2c2
2 2B o
_ (povm _ (VA +20E pt A P s
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i_e 0— p4 BFLO"EXp—’LBFLE'p 1/}: E(NR)—B_h (V2A0)+2ZhEp 1/)
2m 8m2c2 4m?2c2 8m2c2
2 4 - Bz 2 7
P P ehd-Exp eh°V-E NR
— —eAy— — R(NR)
<2m 0T i 4m?2c2 8m2c2 v v
Now we can explicitly put in the potential due to the nucleus 4ZTF; in our new units. We identify

7 x j as the orbital angular momentum. Note that V - E = p = Zed3(7). The equation can now be
cast in a more familiar form.

—eAdy = —ep= —eﬁ
4mr
ehd - Exp  Ze?S-Fxp  Ze’L-S
A4m2¢2 8tm2c2r3 T 8wm2c2r3
eh®V-E  eh*Ze Zeh?
8m2c2  8m2c? (M) = 8m?2c? (")

2 2 4 27 . & 2#2
<p__Z_e_ p +ZeLS+Zeh53(F)>¢:E(NR)¢

2m  4mr  8m3c2  8mm?2c2r3  8m2c?

This “Schrodinger equation”, derived from the Dirac equation, agrees well with the one
we used to understand the fine structure of Hydrogen. The first two terms are the kinetic and
potential energy terms for the unperturbed Hydrogen Hamiltonian. Note that our units now put a
47 in the denominator here. (The 47 will be absorbed into the new formula for a.) The third term
is the relativistic correction to the kinetic energy. The fourth term is the correct spin-orbit
interaction, including the Thomas Precession effect that we did not take the time to understand
when we did the NR fine structure. The fifth term is the so called Darwin term which we said
would come from the Dirac equation; and now it has.
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This was an important test of the Dirac equation and it passed with flying colors. The Dirac equa-
tion naturally incorporates relativistic corrections, the interaction with electron spin, and gives
an additional correction for s states that is found to be correct experimentally. When the Dirac
equation is used to make a quantum field theory of electrons and photons, Quantum ElectroDy-
namics, we can calculate effects to very high order and compare the calculations with experiment,
finding good agreement.

36.6 Solution of Dirac Equation for a Free Particle

As with the Schrodinger equation, the simplest solutions of the Dirac equation are those for a free
particle. They are also quite important to understand. We will find that each component of the
Dirac spinor represents a state of a free particle at rest that we can interpret fairly easily.

We can show that a free particle solution can be written as a constant spinor times the usual
free particle exponential. Start from the Dirac equation and attempt to develop an equation to
show that each component has the free particle exponential. We will do this by making a second
order differential equation, which turns out to be the Klein-Gordon equation.

0 me
(v, 5 ) =0

Ll 1/)+%£ %1/120
%wai aiuwﬂL%%a%ydf—

%wa%j%@b - (%)sz =0

7“7”3(2# aiy‘” - (%)2‘” =0
(7”7“+7””)8—%82V¢_ (%)Q@b:O
20 5y =2 () ¥ =0
2%% —2(%)21/;:0

Because we have eliminated the v matrices from the equation, this is an equation for each component
of the Dirac spinor 1. Each component satisfies the wave (Klein-Gordon) equation and a
solution can be written as a constant spinor times the usual exponential representing a wave.
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by = ugel PEEO/

Plugging this into the equation, we get a relation between the momentum and the energy.

—p?  E? (mc>2 0

h? T hie h/)o

—p? + E?—m?t =0
E® = p2% + m3ct

E = 4+/p?c? + m2ct

Note that the momentum operator is clearly still %ﬁ and the energy operator is still ih%.

There is no coupling between the different components in this equation, but, we will see that (unlike
the equation differentiated again) the Dirac equation will give us relations between the
components of the constant spinor. Again, the solution can be written as a constant spinor,
which may depend on momentum ug, times the exponential.

V() = upelPE-EO/R
We should normalize the state if we want to describe one particle per unit volume: iy = % We
haven’t learned much about what each component represents yet. We also have the plus or minus

in the relation E = ++/p?c? + m2c* to deal with. The solutions for a free particle at rest will tell
us more about what the different components mean.

36.6.1 Dirac Particle at Rest

To study this further, lets take the simple case of the free particle at rest. This is just the p'= 0
case of the the solution above so the energy equation gives E = +mc?. The Dirac equation can now

be used.
0 me
(Wa—x# " 7) 0=

< 0 4 @) boe B —

n d(ict)  h
—-F me
74§¢0 = —fiﬁo
+mc? me
e Yatbo = fiﬁo
Yatbo = Eo

This is a very simple equation, putting conditions on the spinor 1)y.

Lets take the case of positive energy first.

Yatbo = +o
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1 0 O 0 Aq Aq
0 1 O 0 Ao — Ao
0 0 -1 0 By By
00 0 -1 B> By
Aq Ay

As Ag

—By =+ By

—Bs B
By =By =

Ay

o=

0

We see that the positive energy solutions, for a free particle at rest, are described by the
upper two component spinor. what we have called 4. We are free to choose each component
of that spinor independently. For now, lets assume that the two components can be used to
designate the spin up and spin down states according to some quantization axis.

For the “negative energy solutions” we have.

10 0 0 Ay Ay
01 0 0 A, A,
00 -1 0 B; | B
00 0 -1 By B,
Al =45,=0

We can describe two spin states for the “negative energy solutions”.

Recall that we have demonstrated that the first two components of ¢ are large compared to the other
two for a non-relativistic electron solution and that the first two components, ¥4, can be used as
the two component spinor in the Schrodinger equation (with a normalization factor). Lets identify
the first component as spin up along the z axis and the second as spin down. (We do still have a
choice of quantization axis.) Define a 4 by 4 matrix which gives the z component of the
spin.

1
Y, = — —
21.(7172 7271)
_ 1 0 —io, 0 —ioy\ (0 —ioy 0 —io,
=2 | \io, O iocy, 0 ioy, 0 ioy 0
i 020y 0 ([ oyou 0
% 0 040y 0 OyOz
1

= 5 (5 o ta)

21
. o, 0
- 0 o,
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With this matrix defining the spin, the third component is the one with spin up along the z
direction for the “negative energy solutions”. We could also define 4 by 4 matrices for the x and y
components of spin by using cyclic permutations of the above.

So the four normalized solutions for a Dirac particle at rest are.

1 0
1 0 —imc? 1 1 —imc?
1/)(1) = Vpetme2,4h/2 = —V ole t/h 1/}(2) = Vp—tme2,—nj2 = W ole t/h
0 0
0 0
1 0 imc? 1 0 imc?
1/)(3) = Vp——me2,4n)2 = W . et t/h 77/,(4) =Vp——me2,_nj2 = W 0 et t/h
0 1

The first and third have spin up while the second and fourth have spin down. The first and second
are positive energy solutions while the third and fourth are “negative energy solutions”, which
we still need to understand.

36.6.2 Dirac Plane Wave Solution

We now have simple solutions for spin up and spin down for both positive energy and “negative
energy” particles at rest. The solutions for nonzero momentum are not as simple.

9] me
(e =) w0

Upa) = upel Pore)/

ip mce
(e + 5 ) =0
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—E +mc? 0 p=C (pz — ipy)c
0 —E + mc? (P + ipy)C —PzC P
—p.c —(pz —ipy)e  E+mc? 0 P

_(pm + 7;py)c p:C 0 E +mc?
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We should find four solutions. Lets start with one that gives a spin up electron in the first two

components and plug it into the Dirac equation to see what the third and fourth components can
be for a good solution.

—E + mc? 0 p=C (px — ipy)c 1
0 —E+mc®  (ps +ipy)c —p.c 0| 0
—p.c —(px —ipy)c  E+mc? 0 By |
—(pz +ipy)c pC 0 E + mc? B,
—E +mc® + Bip.c+ Ba(ps — ipy)c
By (px + ipy)C — Bap.c —0
—p.c+ Bi(E +mc?) o

—(pz + ipy)c + B2(E + mc?)

Use the third and fourth components to solve for the coeflicients and plug them in for a check of the
result.

p=C
B = ¢
LT E S me?
(pe + ipy)c
E + mc?

2 2
_ 2 p’c
E+me” + Frme
Pz (Pz+ipy)‘327pz (Pz+ipy)‘32
E+mc? =0
0

B, =

0
7E2+(m62)2+p262
FE+4+mc?

0
0

This will be a solution as long as E? = p?c? + (mc?)?, not a surprising condition. Adding a
normalization factor, the solution is.

This reduces to the spin up positive energy solution for a particle at rest as the momentum goes to

zero. We can therefore identify this as that same solution boosted to have momentum p. The full
solution is.

1
0 -
w}(;) =N pac ez(p-ac—Et)/h
E+mc?
(pa+ipy)c

E+mc?
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We again see that for a non-relativistic electron, the last two components are small compared to
the first. This solution is that for a positive energy electron. The fact that the last two
components are non-zero does not mean it contains “negative energy” solutions.

If we make the upper two components those of a spin down electron, we get the next solution
following the same procedure.

—FE + mc? 0 pC (pz — ipy)c 0
0 —E+mc®  (ps +ipy)c —p,c 1] 0
—p.C —(px —ipy)c  E+mc? 0 B |
—(pz +ipy)c psC 0 E +mc? Bs
Bip.c+ Ba(ps — ipy)c
—E +mc? + Bi(ps + ipy)c — Bap.c _0
—(pz —ipy)c+ Bi(E + mc?)
p.c+ Ba(E + mc?)
B, — P —ipy)c
E + mc?
—P:C
By = ——"—
2T E+me?
Pz (pz_ipy)c2_pz (pa: _ipy)c2
E+mc? y
—E+ m02 + Ez-)i-73w2 =0
0
0
0
B4 (me) 4 p*
E+67u:2 =0
0
E2 — p202 + (m02)2
0
1
Up = N (pz—ipy)c
E+mc?
—p-c
E+mc?
0
1
Up=0 = N 0
0

This reduces to the spin down positive energy solution for a particle at rest as the momentum goes
to zero. The full solution is.
0

1 P
1#1(52) =N | uoipye | FTED/MR
E+mc?
—Pp:C
E+mc?

99

Now we take a look at the “negative energy” spin up solution in the same way.

—FE + mc? 0 pzc (pz —ipy)c Ay
0 —E+mc®  (p: +ipy)c —p.c As | 0
—p,C —(px —ipy)e  E+mc? 0 1]

—(pz +ipy)c p.C 0 E +mc? 0



501

A1 (=E +mc?) + p.c
Az(—E + mc?) + (pz + ipy)c _0
—Aip.c — As(px — ipy)c + (E + mc?)
_Al(pm + ipy)c + Agp.c
—PpzC

Al = ———
V" TE S me2
—(pe +ipy)c
Ay = —— 9

2 —FE 4+ mc?

0

%—i—(E—i—mc?) =0
_%(pw + ipy)c—i— —(pztipy)c

— E+mc? pzc
0

0
B4 (me?)?4pic? =0
—E+mc2
0

E2 _ p202 4 (mc2)2
—Db=zC

— E+mc?
—(pa+ipy)c
Uy = N — FE+4+mc?

0

Up=0 = N

[ e )

This reduces to the spin up “negative energy” solution for a particle at rest as the momentum goes
to zero. The full solution is

e
g0 _ | 282 | e
P 1

0

with F being a negative number. We will eventually understand the °

‘negative energy” solutions in
terms of anti-electrons otherwise known as positrons.

Finally, the “negative energy”, spin down solution follows the same pattern.

—FE + mc? 0 p.c (pz — ipy)c Ay

0 —E+mc®  (p: +ipy)c —p.c As | 0
—p.cC —(px —ipy)e  E+mc? 0 0|
—(pz +ipy)c p.C 0 E +mc? 1
—(pz—ipy)c

4) 7_Eptgw2 i(p-—Et)/h

1/)% =N 7E4(r)mc2 e\pz

1

with E being a negative number.
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We will normalize the states so that there is one particle per unit volume.

1

Pl = v

9 p2c? 1

v (4 ) v

N2 <E2+m204+2|E|mc + p?c ) 1
(|E] + mc?)? Vv

N2 (2E2+2|E|m02) 1

(|E] + mc?)? Vv

1

2|E|
N2 —
( (|E] + mc?) ) 7%

|E| + mc?
N=, 2T
2|E|V

We have the four solutions with for a free particle with momentum p. For solutions 1 and

2, F is a positive number. For solutions 3 and 4, E is negative.

1 0
1/)(}) _ |E| + mc? pOC LiFE—B0) /1 w(}) _ |E| + mc? " _1ip .
P 2|E|V Etme? P 2|E|V BT
(ZD:Jrle)C —b:C
“Etme? E+mc?
__—PzC _ —(pm—ipy)c

2 _E+mc2 2 —E+mc?

»® = B +me? | Z@edibg)e | iz poym @ = [El+me? | =t
P 2|E|V 1 P 2[E|V 0
0 1

i(F-E—Bt) /T

i(p-E—Et) /h

The spinors are orthogonal for states with the same momentum and the free particle waves are
orthogonal for different momenta. Note that the orthogonality condition is the same as for non-

relativistic spinors

e TG = or’ 5(5 - )

(r)

It is useful to write the plane wave states as a spinor Uy times an exponential. Sakurai picks a

normalization of the spinor so that ufu transforms like the fourth component of a vector. We will

follow the same convention.

(r) — me* () i(P-F—Et)/h
=\ e
1 0
(1) E + mc? 0 (2) E + mc? 1_
uy' =\ 55— p=C Uy =\ —5—5 | Pa—ipy)c
p 2me Etmc? p 2me “Etme
(pz"l'ipy)c —PpzC
E+mc? E+mc?
—Fone —ps—ivy)e
mec “E+mc
J® _  [ZEAme? | Zatipy)e WO JZEAme | e
p 2mc2 1 p 2mc2 0

0 1



OE)Z ;) > as were the states of a particle at
4

rest? In general, they are not. To have an eigenvalue of +1, a spinor must have zero second and
fourth components and to have an eigenvalue of -1, the first and third components must be zero. So
boosting our Dirac particle to a frame in which it is moving, mixes up the spin states.

Are the free particle states still eigenstates of ¥, = <

There is one case for which these are still spin eigenstates. If the particle’s momentum is in the z
direction, then we have just the spinors we need to be eigenstates of X,. That is, if we boost along
the quantization axis, the spin eigenstates are preserved. These are called helicity eigenstates.
Helicity is the spin component along the direction of the particle. While it is possible to make
definite momentum solutions which are eigenstates of helicity, it is not possible to make definite
momentum states which are eigenstates of spin along some other direction (except in the trivial case
of p= 0 as we have shown).

To further understand these solutions, we can compute the conserved probability current. First,
compute it in general for a Dirac spinor

Ay
_ | A
U)_Bl
By
ju:ic'JJVu'@[J
ijiCWVﬂ;ﬂb
10 0 0
o1 0 o
= 1o o -1 0
00 0 -1
Ay
. (A% A* * * A2
Jn = ZC(Al A3 —Bj _B2)7u B,
By
00 0 —i 0 0 0 —1 0 0 —i 0
o0 —i o0 o 01 o0 o o o i
= o i 0 o =10 10 0 B=1i 0 0 0
i 0 0 0 1.0 0 0 0 —i 0 0

Ai1By + A1B5 + A5B1 + A2 BY
e —i[A1 By — A1 BS — A5By + A3 By
" AB, + A\Bf — A3By — Ay B;
i[AT A1 + A5 Ay + BT By + B3 Bs]

Now compute it specifically for a positive energy plane wave, @[JZ(?I), and a “negative energy” plane
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(3)

wave, 9
1
oD = N| 2| ewemom
P E'Jrjnc2
(Patipy)e
E+mc?
§ = NZc([Ba+ B, —i[Bs — B3], [Bi + Bil,i[l + B B + B; Bs])
(1) 2 ¢ 2y I
I = N E + mc? ([2pwc]7[prc]7[2pzc],z[E+mC + m]>
. 2c )
];(Ll) = N2m (pmapycapzca zE)
Cpee
(. bine)
—(Pa+tipy)c "
1/)](53) - N 7EJim§2 P Z—Et)/h
0
i = NZc([Ab + Ag), —i[— Ay + Aa], [A] + A1), i[AT AL + A3As +1])
(3) 2 c i 2 719202
= N g 2o m2pye —2pcil=E g me” + g
) 2c .
jl(f) — _NQW (pzc, pyc, pc,iE)

Since FE' is negative for the “negative energy” solution, the probability density is positive but

the probability flux is in the opposite direction of the momentum.

36.6.3 Alternate Labeling of the Plane Wave Solutions

Start from the four plane wave solutions: 1 and 2 with positive energy and 3 and 4 with negative.

There are four solutions for each choice of momentum p.

1 0
E| + mc? 0 (P F— Bl +mc? 1
pd) = [E| + me? pec eUPE=Et)/h p$) = 1B + me” (Pz—ipy Je
G 2BV | whne 7 2BV e
(Pa+ip, )c ey
E+mc? E+mc?
5 —Eij_ncz 5 _EpEmJ:;ng)c
b0 _ B +me? | Zedivg)e | iz pom b = [El +me? | 2
P 2|E|V 1 P 2|E|V 0
0 1

i(F-E—Et) /h

i(p-E—Bt) /T

Concentrate on the exponential which determines the wave property. For solutions 3 and 4, both
the phase and group velocity are in the opposite direction to the momentum, indicating we have a

problem that was not seen in non-relativistic quantum mechanics.

. B /22 2.4
k:_ﬁ:iwﬁ
p

. w
Uphase = E »
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. _dw i dr& pc?
’Ugroup - dk - dp p= /7]?202 + m2c4p
Clearly, we want waves that propagate in the right direction. Perhaps the momentum and energy
operators we developed in NR quantum mechanics are not the whole story.

For solutions 3 and 4, pick the solution for —p’to classify with solutions 1 and 2 with momentum p’

write everything in terms of the positive square root E = \/p%c2 + m2c?.
1 0
¢(~1) _ |E+ mc? p?c (P E—Et)/h ¢(~2) _ L +me? (pzflip ye | ef@E-EO/R
P 2EV E+mc? P 2EV Erme
(pztipy)e —psC_
ZE{CH:C (%;r_n%;gy)c
T [ i) B[ tme | o
3 _  [E+me Tt | —iFE—E) /h (4) _ me Ty —i(F-E—Et) /T
L= _ mc V= - +mc
V5 2EV 1 ‘ Vr 2E[V 0 ‘
0 1

We have plane waves of the form
eTi(Puzy)/h

which is not very surprising. In fact we picked the + sign somewhat randomly in the development
of NR quantum mechanics. For relativistic quantum mechanics, both solutions are needed. We have
no good reason to associate the e~“Ps®1) solution with negative energy. Lets assume it also has
positive energy but happens to have the - sign on the whole exponent.

Consider the Dirac equation with the EM field term included. (While we are dealing with free
particle solutions, we can consider that nearly free particles will have a very similar exponential
term.)

mc

h

0
8—%7”¢+ —1¢ =0

0 ie me
_A — p—
<8$M+hc “>%ﬂ/}+ hw 0

The % operating on the exponential produces +ip,, /h. If we change the charge on the electron from
—e to +e and change the sign of the exponent, the equation remains the same. Thus, we can turn
the negative exponent solution (going backward in time) into the conventional positive exponent
solution if we change the charge to +e. Recall that the momentum has already been inverted (and
the spin also will be inverted).

The negative exponent electron solutions can be recast as conventional exponent positron
solutions.

36.7 “Negative Energy” Solutions: Hole Theory

Dirac’s goal had been to find a relativistic equation for electrons which was free of the negative
probabilities and the “negative energy” states of the Klein-Gordon equation. By developing and
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equation that was first order in the time derivative, he hoped to have an equation that behaved
like the Schrédinger equation, an equation for a single particle. The Dirac equation also has
“negative energy” solutions. While the probability is positive, the flux that we have derived
is in the opposite direction of the momentum vector for the “negative energy” solutions.

We cannot discount the “negative energy” solutions since the positive energy solutions alone
do not form a complete set. An electron which is localized in space, will have components of its
wave function which are “negative energy”. (The infinite plane wave solutions we have found can
be all positive energy.) The more localized the state, the greater the “negative energy”
content.

One problem of the “negative energy” states is that an electron in a positive energy (bound or free)
state should be able to emit a photon and make a transition to a “negative energy” state.
The process could continue giving off an infinite amount of energy. Dirac postulated a solution to
this problem. Suppose that all of the “negative energy” states are all filled and the Pauli
exclusion principle keeps positive energy electrons from making transitions to them.

The positive energies must all be bigger than mc? and the negative energies must all be less than
—mc?. There is an energy gap of 2mc?. It would be possible for a “negative energy” electron to
absorb a photon and make a transition to a positive energy state. The minimum photon
energy that could cause this would be 2mc?. (Actually to conserve momentum and energy, this must
be done near a nucleus (for example)). A hole would be left behind in the usual vacuum which
has a positive charge relative to the vacuum in which all the “negative energy” states are filled. This
hole has all the properties of a positron. It has positive energy relative to the vacuum. It has
momentum and spin in the opposite direction of the empty “negative energy” state.
The process of moving an electron to a positive energy state is like pair creation; it produces both
an electron and a hole which we interpret as a positron. The discovery of the positron gave a great
deal of support to the hole theory.

The idea of an infinite sea of “negative energy” electrons is a strange one. What about all
that charge and negative energy? Why is there an asymmetry in the vacuum between negative and
positive energy when Dirac’s equation is symmetric? (We could also have said that positrons have
positive energy and there is an infinite sea of electrons in negative energy states.) This is probably
not the right answer but it has many elements of truth in it. It also gives the right result for some
simple calculations. When the Dirac field is quantized, we will no longer need the infinite “negative
energy” sea, but electrons and positrons will behave as if it were there.

Another way to look at the “negative energy” solution is as a positive energy solution moving
backward in time. This makes the same change of the sign in the exponential. The particle would
move in the opposite direction of its momentum. It would also behave as if it had the opposite
charge. We might just relabel ' — —p'since these solutions go in the opposite direction anyway and
change the sign of F so that it is positive. The exponential would be then change to

i(p-Z—Et)/h iW(P-Z—Et)/h

e —e

with e positive and p’in the direction of probability flux.

36.8 Equivalence of a Two Component Theory

The two component theory with )4 (and ¥ 5 depending on it) is equivalent to the Dirac theory.
It has a second order equation and separate negative and positive energy solutions. As we saw in
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the non-relativistic limit, the normalization condition is a bit unnatural in the two component
theory. The normalization correction would be very large for the “negative energy” states if we
continued to use 4.

Even though it is a second order differential equation, we only need to specify the wave function and
whether it is negative or positive energy to do the time development. The Dirac theory has many
advantages in terms of notation and ease of forming Lorentz covariant objects. A decision must be
made when we determine how many independent fields there are.

36.9 Relativistic Covariance

It is important to show that the Dirac equation, with its constant + matrices, can be covariant.
This will come down to finding the right transformation of the Dirac spinor ¢. Remember that
spinors transform under rotations in a way quite different from normal vectors. The four components
if the Dirac spinor do not represent x, y, z, and t. We have already solved a similar problem. We
derived the rotation matrices for spin % states, finding that they are quite different than rotation
matrices for vectors. For a rotation about the j axis, the result was.

6 . .0
R(0) = cos 3 + 10 sin )

We can think of rotations and boosts as the two basic symmetry transformations that we
can make in 4 dimensions. We wish to find the transformation matrices for the equations.

Z// = Srot (9)1/)
’@[/ Sboost (ﬁ)dj

We will work with the Dirac equation and its transformation. We know how the Lorentz vectors
transform so we can derive a requirement on the spinor transformation. (Remember that a,, works
in an entirely different space than do v, and S.)

)
wa—%%b(ﬂﬁ)‘f‘%iﬁ(x) =0
a / / / /
gV @)+ T @) = 0
P'(a') = Sy(x)
o )
o, s,

wawa%ys@ﬂ%sw =0

51 <WW%S¢+%S¢> = 0
Sflwsaﬂya%y¢+%s*sw - 0
(S~ vuSay)

0 me
VTR =0
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The transformed equation will be the same as the Dirac equation if S~'v,Sa,, = ~,. Multiply by
the inverse Lorentz transformation.

am,(a);/\l = Oux

QuvGxry = Oux
ST'vuSauar, = Yar
ST'S = wan

S_l”y#S = Vau

This is the requirement on S for covariance of the Dirac equation.

Rotations and boosts are symmetry transformations of the coordinates in 4 dimensions. Consider
the cases of rotations about the z axis and boosts along the x direction, as examples.

cosf sinf 0 O

(rot) —sinf cosf 0 O
a =
my 0 0 1 0
0 0 0 1
v 0 0 By coshy 0 0O dsinhy
g (boost) 0 10 0 _ 0 10 0
o 0 01 o0 a 0 0 1 0
—ify 0 0 ~v —tsinhy 0 0 coshy

The boost is just another rotation in Minkowski space through and angle iy = itanh™' 3.
For example a boost with velocity 8 in the x direction is like a rotation in the 1-4 plane by an angle

ix. Let us review the Lorentz transformation for boosts in terms of hyperbolic functions.
We define tanh y = 3.

eX — =X
t h = _— =
anx eX 4+ e X 2
X 4 e—X
coshy = i
2
eX — e=X
inh = -
sinh 5
ei(iX) -+ e_i(iX) e X + eX
cos(iy) = = = coshy
2 2
o ) _ e=iiX)  emX X X X L
sin(iy) = 57 = 57 =1 5 = isinh x
1 1 1 1 eX + e_X
v = = = _ _
VI3 /T—_tani®y /(1 + tanh y)(1 — tanh x) \/exie;){ Zex 2
By = tanhycoshy = sinhy

coshy 0 0 <¢sinhy
a(boost) — 0 10 0
m 0 0 1 0
—tsinhy 0 0O coshy

= cosh x
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) = xycoshy+izysinhy
¥ = ~x+ Byilict)
x) = x4coshy —izysinhy

We verify that a boost along the ¢ direction is like a rotation in the 4 plane through an angle ix.

We need to find the transformation matrices S that satisfy the equation S™'v,S = v,a,,
for the Dirac equation to be covariant. Recalling that the 4 component equivalent of o, is ¥, =
hl 72] = 2 we will show that these matrices are (for a rotation in the xy plane and a boost in
the X d1rect1on)

0 :
Srot = cOs 5 Tesing
Shoost = cosh g + 1174 sinh g

Note that this is essentially the transformation that we derived for rotations of spin one-half states
extended to 4 components. For the case of the boost the angle is now iy.

Lets verify that this choice works for a boost.
-1
(cosh % + 471774 sinh %) Vuu (cosh % + 471774 sinh
<cosh _TX ~+ 4174 sinh _TX> Y (cosh % + 471774 sinh

(cosh % — 171774 sinh %) Vuu (cosh % + 471774 sinh

[ N> X<
X N
Il

S
Il

cosh %*y# cosh g + cosh %”y#i”ylm sinh % — 471774 sinh %”y# cosh % — 171774 sinh %*y#i*ylm sin

N[> o

Y cosh? % + 47,7174 cosh % sinh % — Y1747 cosh % sinh % + V1YY Y14 sinh? =

The equation we must satisfy can be checked for each v matrix. First check ;. The operations with
the v matrices all come from the anticommutator, {,,7,} = 26,,, which tells us that the square
of any gamma matrix is one and that commuting a pair of (unequal) matrices changes the sign.

71 cosh® % + iy177174 cosh g Sinhg — 4717471 cosh % sinh % + 194717174 sinh? % = anY
1 cosh? X + 474 cosh X sinh X + 174 cosh X sinh X + 7 sinh? X _ a1,y
2 2 2 2 2 2
"1 cosh? X + 2474 cosh X sinh X + 7 sinh? X _ a1,y
2 2 2 2
2 X 2 X 1 —X\2 x —X\2 1
cosh® & + sinh :Z((e2+e2) + (e —e?)?) = Z(ex+2+e Xt+eX—2+4eX)
1
= 5(6X+6 X) = coshy
1 X —X X —X 1
coshgsmh% = Z((e7 +eT)(ez —e?)) = Z(ex —e X) = —sinhy

auvYv

v

auvYv

auvYv

auvYv
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That checks for ;. Now, try v4.

Y4 cosh? % + 9y47y174 cosh % sinh % — 117474 cosh % sinh % + Y1744 V174 sinh? %

2 X . X . X . X . X .22 X
~4 cosh 5 i1 cosh > sinh 5 i1 cosh 5 sinh 5 + 4 sinh 5

1
:Z(ex+2+efx—ex+2—e X) 1
71 cosh x + @74 sinh x 1Yy
cosh x
0
Gy = 0
—isinhy 0 O
71 cosh x + 44 sinh x = 71 cosh x + 474 sinh x
G4pYv

~4 cosh? % — 247y cosh % sinh % + 74 sinh? %
74 cosh x — 4y1 sinh x

That one also checks. As a last test, try 7.

Y2 cosh? % + 42714 cosh % sinh % — 417472 cosh % sinh % + Y174Y2717V4 sinh? %

Y2 cosh? % ~+ 47y9y17y4 cosh % sinh % — 1Y27y17Y4 cosh % sinh % — Yo sinh? %

—i sinh xy1 + cosh x4

—i sinh xy1 + cosh x4
—isinh xy1 + cosh x4

= ")/2

a20Yv

72

The Dirac equation is therefore shown to be invariant under boosts along the z; direction if

we transform the Dirac spinor according to v/’ = Sp,0s¢?) with the matrix

Shoost = cosh % + i7y;7y4 sinh %

and tanh xy = 5.

The pure rotation about the z axis

0
<cos — 4+ y17y2 8in —

(

29

Vu COS” 5

2

should also be verified.

0
2 2

2 2 2

0 . 9) ( 0 .
€os = — Y12 8in = | ¥, | cos = + Y12 sin

0 . . .
+ Yu Y172 COS £ SIN = — Y1772V COS 5 SN = — Y17Y27YuY17Y2 SI 5

2 2 2

) Yy (cos B + y1y2sin

D N D

(&)

auvYv

ApuvYv

Qv Yy
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For 4 = 3 or 4, a,, = 6., and the requirement is fairly obviously satisfied. Checking the requirement
for p =1, we get.

0 : . .90
Y1 COS2 5 + Y17Y17Y2 COS 5 Sin 5 — Y1271 COS 5 S1n 5 — Y17Y27Y17Y17Y2 sm2 5 = a1V
cosf sinf 0 O
_ —sinf cosf 0 O
G = 0 0 10
0 0 01
0 0 0 0
71 cos? 3 ~+ 275 cos 3 sin 3~ sin? 5 = cos 0v1 + sin 6,
Y1 cos0 + y2sinf = cosBvy; + sin Oy,

This also proves to be the right transformation of ¢ so that the Dirac equation is invariant
under rotations about the k axis if we transform the Dirac spinor according to ¥’ = S, with
the matrix

0 .0
Srot = COS 3 -+ ;74 sin 5

and ijk is a cyclic permutation.
Despite the fact that we are using a vector of constant matrices, 7,, the Dirac equation is covariant
if we choose the right transformation of the spinors. This allows us to move from one coordinate

system to another.

As an example, we might try our solution for a free electron with spin up along the z axis at rest.

1 1
1 0 L2 1 .
(1) — — —imc t/h _ ippz,/h
Q/J wE:+mc2,+h/2 \/V 0 € \/V 0 e
0 0
The solution we found for a free particle with momentum ' was.
1
77/}(}) _ E + mc? p(z)c Jippo/h
p 2EV E+mc?
(Pz+ipy)c
E+mc?

Imagine we boost the coordinate system along the —z direction with 7 = 3. We can transform the
momentum of the electron to the new frame.

¥y 0 0 —ify 0 Byme
1 (boost) _ 0 10 0 0 . 0
Pv =G "Pr=1 9 0 1 0 o]~ o

iBy 0 0 vy imc iyme

The momentum along the x direction is p; = fymc = mcsinh x. We now have two ways to get the
free particle state with momentum in the x direction. We can use our free particle state

1
p0 = JEEme 8 SiFE—Et)/h
SEV
PzC

E+mc?



1
= 4/ E+me? 8 i (FE—Et)/h
2EV7
ﬁfymc2
ymec2+mc?
1
_ E+me 8 (i(FE—B) /R
2EV!
By
y+1
1
_ L JEtme 8 SiFE—E0) /1
/
2EV sinh x
cosh x+1
1
_ |E+me 8 Qi(BE—Et)/h
/
2EV 2sinh ¥ cosh ¥
cosh? %Jrsinh2 %Jrcosh2 gfsinh2 %
1
= 4/ E+me? 0 i(FE—Et)/h
/
2EV 2 sinh % cosh %
2cosh? £
1
_ JEEme [0 amom
2EV! 0
tanh §

where the normalization factor is now set to be

1

T defining this as the primed system.

We can also find the same state by boosting the at rest solution. Recall that we are boosting in the

x direction with —g, implying x — —x.

Shoost = cosh g — iy1y4 sinh g
00 0 —2 1 0 0 0
B x (oo - o)fo1 0o o], 5 x
= cosh 5 o 5 0o o 00 -1 0 sinh 5
i 0 0 0 00 0 -1
0 0 0 1
. X |00 7 0f._. X
= cosh 5~ 1o i o O) sinh 5
t 0 0 O
0 0 0 1
_ x [00 1 0., x
= cosh 5 + 010 0 sinh 5
1 0 00
cosh § 0 0 sinh §
_ 0 cosh§ sinh ¥ 0
o 0 sinh§ cosh % 0
sinh ¥ 0 0 cosh &
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cosh & 0 0 sinh ¥
O = 0 cosh& sinh % 0
A 0 sinh ¥ cosh % 0
sinh § 0 0 cosh §
cosh &
— 1 0 eippzp/h

-

eippmp/h

-
SO O

i X
sinh 3

1
cosh X 8 oo/l

2 2 4 2

2
cosh X — \/1+coshx_\/1+”y_\/E+mc
2 2 2 2mc?

1
w _ 1 [E4+me 0 1Dy /P
pP = S0 |

Ni% 2mc?

- o\ 2
1 + cosh x 14222 ex 42 e X <e% +67X> — cosh2 X

tanh

1 E + mc?
VAyV! 2mc?

eippwp/ﬁ

X
2
1
0
0
tanh §
1
— E + m02 0 eippmp/h
V 2BV’ 0
tanh %

In the last step the simple Lorentz contraction was used to set V/ = Y. This boosted state

matches the plane wave solution including the normalization.

36.10 Parity

It is useful to understand the effect of a parity inversion on a Dirac spinor. Again work with
the Dirac equation and its parity inverted form in which z; — —z; and z4 remains unchanged (the
same for the vector potential).

0
%a—%w(iv)ﬂL%%b(ﬂﬁ) =0
6 / / / !
7”8I;Lw(x)+%w(x) =0
Y'(@') = Spy(x)
0 0
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0 0

8—% a 83:4
0 0 me
("Yj%j +’Y4a—x4> Spyp+ FSPU) = 0

o0 0 me
-1({_. 9 o mc _
Sp < ’yjaxj+’y4ax4>5p1/)+ - P 0

Since y4 commutes with itself but anticommutes with the ~;, it works fine.
Sp ="
(We could multiply it by a phase factor if we want, but there is no point to it.)

Therefore, under a parity inversion operation

Y = Sp = a1
10 0 O
. 01 0 O . . . .
Since 4 = 00 -1 o |’ the third and fourth components of the spinor change sign while
00 0 -1

the first two don’t. Since we could have chosen —-y4, all we know is that components 3 and 4
have the opposite parity of components 1 and 2.

36.11 Bilinear Covariants

We have seen that the constant v matrices can be used to make a conserved vector current
ju = icg[;'yug/}

that transforms correctly under Lorentz transformations. With 4 by 4 matrices, we should be able
to make up to 16 components. The vector above represents 4 of those.

The Dirac spinor is transformed by the matrix S.
Y =Sy
This implies that ) = ¢4 transforms according to the equation.
¢ = (59) s =TSy

Looking at the two transformations, we can write the inverse transformation.

0 .0
Srot = COS 3 =+ iy sin 3
Shoost = cosh % + iy;y4 sinh %

_ 0 .
Syt = cos g ~mising
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S’l;)ist = cosh % — 17,74 sinh %
0

t 0 . :
Srot = COS§ + 5% 51n§ = COS 57 ViV Sln§

St = cosh % — iy47y; sinh % = cosh % + 17;y4 sinh %

boost

0 .0 _
745’10t74 = cos 3~ viy; sin 5= Smlt

X_y X e
WSl = coh g = Pl g = Syt

STy =871
Y = (SY) ys = TyuyaSTyy = Ty S~ = S~!

This also holds for Sp.

Sp =
SITJ =74
Spt=m

YaShya = Yayaya = 74 = Sp

From this we can quickly get that 1) is invariant under Lorentz transformations and hence is a
scalar.

Y = pSTISY = Py
Repeating the argument for quw we have
V' = PSS = aupry
according to our derivation of the transformations S. Under the parity transformation
Py’ = PSS = Pyauvay

the spacial components of the vector change sign and the fourth component doesn’t. It transforms
like a Lorentz vector under parity.

Similarly, for pu # v, B _
Yo = iy

forms a rank 2 (antisymmetric) tensor.

We now have 14446 components for the scalar, vector and rank 2 antisymmetric tensor. To get an
axial vector and a pseudoscalar, we define the product of all gamma matrices.

Y5 = V1727374

which obviously anticommutes with all the gamma matrices.

{’7114775} =0
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For rotations and boosts, 75 commutes with .S since it commutes with the pair of gamma matrices.
For a parity inversion, it anticommutes with Sp = ~4. Therefore its easy to show that 51
transforms like a pseudoscalar and 1/_12'75%1/1 transforms like an axial vector. This now brings
our total to 16 components of bilinear (in the spinor) covariants. Note that things like v5012 =

1Y1Y2Y3Y4Y1Y2 = —1Y374 1S just a constant times another antisymmetric tensor element, so its nothing
new.

Classification Covariant Form | no. of Components

Scalar _@Zw 1

Pseudoscalar Y5y 1

Vector K 4

Axial Vector VY5Vt 4

Rank 2 antisymmetric tensor Vo 6

Total 16

The v matrices can be used along with Dirac spinors to make a Lorentz scalar, pseudoscalar, vector,
axial vector and rank 2 tensor. This is the complete set of covariants, which of course could be
used together to make up Lagrangians for physical quantities. All sixteen quantities defined satisfy
r2=1.

36.12 Constants of the Motion for a Free Particle

We know that operators representing constants of the motion commute with the Hamilto-
nian. The form of the Dirac equation we have been using does not have a clear Hamiltonian. This
is true essentially because of the covariant form we have been using. For a Hamiltonian formulation,
we need to separate the space and time derivatives. Lets find the Hamiltonian in the Dirac

equation.
0 mc
(v, 5 ) 0=

0 0 mc
(WjaTj +V4%+7)¢—0

ho .
(%‘Pj BT Ww) Y =0

. h Oy

(vjpj —ime)yp = 742&

. h o

(yavpj — imeya) Y = s

(icvayjpj + me®ya) ¥ = E

H = icyyypj + mc2”y4

Its easy to see the pp commutes with the Hamiltonian for a free particle so that momentum will
be conserved.
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The components of orbital angular momentum do not commute with H.

[H, L.] = icya[vjpj, xpy — Ypa) = heya(vipy — Y2pz)

The components of spin also do not commute with H.

s buwl
* 2i i
h h h
[H,S.] = [H, §Ez] = 05[74%‘173‘77172] = c5D; [Yavj7172 — V17277475

h h
C§Pj [74%‘7172 - 747172%‘] = C§Pﬂ4[7j7172 - 7172%‘] = 5074[72]% - 71py]

However, the helicity, or spin along the direction of motion does commute.

[H,S-p) = [H,8]-§=heyapx 7-F=0

From the above commutators [H, L,| and [H, S,], the components of total angular momentum
do commute with H.

[H,J.] =[H,L.]+ [H,S.] = heya(mpy — Y2pz) + heva[yepe — 1ipy) =0

The Dirac equation naturally conserves total angular momentum but not conserve the orbital
or spin parts of it.

We will need another conserved quantity for the solution to the Hydrogen atom; something akin to
the & in j = £+ J we used in the NR solution. We can show that [H, K] = 0 for

I S
K=mk-J—gn.

It is related to the spin component along the total angular momentum direction. Lets compute the
commutator recalling that H commutes with the total angular momentum.

H = icyd-p+mcy
. - B L L
[H,v4] = iclya-pP,va] = 2icy-p
[H,X.] = 2cva[v2p: — 11py)
(H.5] = —2eu7 x5
. . R .
K] = 2ie(7-P(ET-5) =27 x5 J
7L = 0
. 2 B
J o= L+3%
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L= = —i
F-p)(x=-J) = ’YipiEijZTPiJj%”Ym”Ynﬁmnj
ViYm In€mni = 2(0i7Y5Ya + €ijkVk)
F-D)YE-J) = —ipiJ;j(0ivs7a + €ijiyk) = —iysYaD - J — 1Y X P+ J
e P e oo 0w o o= h
[H,K] = 20(7574p-J+7><p-J—7><p-J—l§(7-ﬁ)>
L o> Nh
[H,K| = 2c|y172737474P —15(%13)
- h o
[H, K] = 2c(77273p J—Zg(%ﬁ)
L ,» hgso R
[H, K] = 2c 717273p-(L+§E)—z§(7-257
h D
[H, K] = 25 vmwp-E—Z(”Y'ﬁ))
h, . o
[H, K] = 265(11)-7—@(7'13)):

=

It is also useful to show that [K,.J] = 0 so that we have a mutually commuting set of operators to
define our eigenstates.

T T
[Kuﬂ:[’y4zj_§747’]]:[747 ]EJ+74[EJ7ﬂ_§[747ﬂ
This will be zero if [y, J] = 0 and [ - J, J] = 0.
S T
[ d] = bul+35=30mE =0
L h h h
[2 L J} = [Li+ 550, 55L5) = (L, BL5] + 5186, 85 L5] = B5(Ls, L) + 5 (20, B1L,

= ZheijkEij + 2z§€ijkEij = zh(eijkEij + EijkEij) = lh(ﬁijkszk — EikjEij) = Zh(eijkszk — EijkEij,

So for the Hydrogen atom, H, J2, J,, and K form a complete set of mutually commuting operators
for a system with four coordinates z, y, z and electron spin.

36.13 The Relativistic Interaction Hamiltonian

The interaction Hamiltonian for the Dirac equation can be deduced in several ways. The simplest
for now is to just use the same interaction term that we had for electromagnetism

1
Hin = ——9 A
t c-]# m

and identify the probability current multiplied by the charge (-e) as the current that couples to the
EM field.

G = —eictpy, v



519

Removing the 9! from the left and v from the right and dotting into A, we have the interaction
Hamiltonian.

Hip = ie'74’7uAu
Note the difference between this interaction and the one we used in the non-relativistic case. The
relativistic interaction has just one term, is linear in A, and is naturally proportional to the coupling
e. There is no longer an A? term with a different power of e. This will make our perturbation
series also a series in powers of a.

We may still assume that A is transverse and that Ay = 0 by choice of gauge.

Hing = teyayp Ag

36.14 Phenomena of Dirac States
36.14.1 Velocity Operator and Zitterbewegung

We will work for a while in the Heisenberg representation in which the operators depend on time
and we can see some of the general behavior of electrons. If we work in a state of definite energy,
the time dependence of the operators is very simple, just the usual exponentials.

The operator for velocity in the x direction can be computed from the commutator with the
Hamiltonian.

T = ﬁ[H’ x] = ﬁzc[%wjpj, x] = icyan
Vj = 1CY47Y5
The velocity operator then is v; = icys7y;.

Its not hard to compute that the velocity eigenvalues (any component) are =+c.

1 0 0 0 00 0 —i 0 0 0 1
icv = ic 01 0 0 0 O -1 0 . 0 01 0
0 0 -1 0 0«2 0 O 01 00
00 0 -1 i 0 0 O 1 0 0 O
0 0 0 1 a a
C(O 01 0 b))\c b
01 0 0 c c
1 0 0O d d

-A 0 0 1

0o —-x 1 0 —0
0 1 =X 0
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N -1)=0
A==+1
vy = *c

Thus, if we measure the velocity component in any direction, we should either get plus or
minus c. This seems quite surprising, but we should note that a component of the velocity operator
does not commute with momentum, the Hamiltonian, or even the other components of the velocity
operator. If the electron were massless, velocity operators would commute with momentum. (In
more speculative theories of particles, electrons are actually thought to be massless, getting an
effective mass from interactions with particles present in the vacuum state.)

The states of definite momentum are not eigenstates of velocity for a massive electron. The velocity
eigenstates mix positive and “negative energy” states equally.

0 0 0 1 a a

0 01 0 b 1\ b

01 0 0 c c

1 0 0 0 d d

d a

c b

b =+ c

a d

1 0 1 0
U = 0 u = ! u = 0 u = 1
0 1 0 -1
1 0 -1 0

Thus, while momentum is a constant of the motion for a free electron and behaves as it did in NR
Quantum Mechanics, velocity behaves very strangely in the Dirac theory, even for a free electron.
Some further study of this effect is in order to see if there are physical consequences and what is
different about the Dirac theory in this regard.

We may get the differential equation for the velocity of a free electron by computing the derivative
of velocity. We attempt to write the derivative in terms of the constants of the motion E and p.

0 = [H,vj]:ﬁ(—2ij+{vaj}):ﬁ

7 1
(=2Hwv; + {vjp;,v;}) = 7 (—2Hv; + 2v;pj) = ﬁ(—2ij +207p;) =

1

(—2Hv; + {vjp; + mc®ys,v;}) = —(—2Hv; + {v;p;,v;})

St <. S
St s ¥

(—2Hwvj + 2¢%p;)

This is a differential equation for the Heisenberg operator v; which we may solve.
v;(t) = &p; /B + (0(0) = Zp;/ E)e 2 FHN
To check, differentiate the above

, 2%E o i
0;(t) = = ==(v;(0) = p; /E)e PN =

5 (—2Ev;(0) + 2¢%p;)e 2 /M

=~
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and compare it to the original derivative.

. 7 ) 9
0;(t) = —(—2Fv; +2c%p;) = ﬁ(—2E(c2pj/E + (v(0) = 2pj/E)e™BEYRY £ 9¢2p))
1

((=2¢p; + (—2Ev;(0) + 2¢%p;)e 2 EH/M) 4+ 26p;) = g(_QEUj(O) +2¢%p;)e BN

SRS

This checks so the solution for the velocity as a function of time is correct.

v;(t) = *p;/E + (v(0) — *p;/ E)e” 2 EL/N

There is a steady motion in the direction of the momentum with the correct magnitude Sc. There

are also very rapid oscillations with some amplitude. Since the energy includes mc?, the period of

o2rh . whe _ (3.14)(197.3MeVF) _ _1200%x10~ 13 _91
t 2mc2 — mc2e 0.5M6V(c) = 1200F/C = T 3x10l0  — 4 X 10

seconds. This very rapid oscillation is known as Zitterbewegung. Obviously, we would see the same
kind of oscillation in the position if we integrate the above solution for the velocity. This very rapid
motion of the electron means we cannot localize the electron extremely well and gives rise to the
Darwin term. This operator analysis is not sufficient to fully understand the effect of Zitterbewegung
but it illustrates the behavior.

these oscillations is at mos

36.14.2 Expansion of a State in Plane Waves

To show how the negative energy states play a role in Zitterbewegung, it is convenient to go back to
the Schrodinger representation and expand an arbitrary state in terms of plane waves. As with non-
relativistic quantum mechanics, the (free particle) definite momentum states form a complete
set and we can expand any state in terms of them.

The r = 1,2 terms are positive energy plane waves and the r = 3,4 states are “negative energy”.
The differing signs of the energy in the time behavior will give rise to rapid oscillations.

The plane waves can be purely either positive or “negative energy”, however, localized states have
uncertainty in the momentum and tend to have both positive and “negative energy”
components. As the momentum components become relativistic, the “negative energy” amplitude
becomes appreciable.

C3,4 pc

~

a2 E+me

Even the Hydrogen bound states have small “negative energy” components.

The cross terms between positive and “negative energy” will give rise to very rapid oscillation of
the expected values of both velocity and position. The amplitude of the oscillations is small for
non-relativistic electrons but grows with momentum (or with localization).
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36.14.3 The Expected Velocity and Zitterbewegung

The expected value of the velocity in a plane wave state can be simply calculated.

@@=/WWM%wfx

1
E + mc? 0

pzc
E+mc?
(px+ipy)c
E+mc?
(px+ipy)c
E+mc?

E +mc? p=C¢
@) =c ; E-+mc?

2EV 0
1

(pz+ipy)c

E+mc?
pzC

o Gemon? = ZTEpe (1 0 phita Gre) | P
1

Wt W _ E+mc®  2pc PaC
ey’ = = p 5 e ~ BV

C
(vk) = p%

=

\
o oo
or oo

O O = O
OO O
[\
Sl
<

The expected value of a component of the velocity exhibits strange behavior when negative and
positive energy states are mixed. Sakurai (equation 3.253) computes this. Note that we use the fact
that u(>% have “negative energy”.

ww=/wwM%wfx

4 2 4
ka ZZ , L
3 =22 lere g |E| " |E| [ por O “(T W iram, u( ") ¢~2ilElt/h
p r=1 7 r=1r'=3
tegmct, It (') G2ilE|t/h
P/ Cpyr Uy ™ VYAVE Uy €

The last sum which contains the cross terms between negative and positive energy represents ex-
tremely high frequency oscillations in the expected value of the velocity, known as Zit-
terbewegung. The expected value of the position has similar rapid oscillations.

The Zitterbewegung again keeps electrons from being well localized in a deep potential raising the

energy of s states. Its effect is already included in our calculation as it is the source of the Darwin
term.

36.15 Solution of the Dirac Equation for Hydrogen

The standard Hydrogen atom problem can be solved exactly using relativistic quantum mechanics.
The full solution is a bit long but short compared to the complete effort we made in non-relativistic
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QM. We have already seen that (even with no applied fields), while the total angular momentum
operator commutes with the Dirac Hamiltonian, neither the orbital angular momentum
operator nor the spin operators do commute with H. The addition of a spherically symmetric
potential does not change these facts.

We have shown in the section on conserved quantities that the operator

I
K:”MZ'J—’ME

also commutes with the Hamiltonian and with J. K is a measure of the component of spin
along the total angular momentum direction. We will use K to help solve problems with spherical
symmetry and ultimately the problem of hydrogen. We therefore have four mutually commuting
operators the eigenvalues of which can completely label the eigenstates:

H, J? J., K —n,, j, mj, k.

The operator K may be written in several ways.

[ h - - h 5 = h - 3h h
K = Yo J — = = - Y —yu=— =X L — — Y=
Y4 742 Ya +274 742 Ya +742 742
_ e (& L+h 0
= ’742 L+h’74—< 0 —E'L—FL>
Assume that the eigenvalues of K are given by
Ky = —rxhi.
We now compare the K2 and J? operators.
K?> = %E - L+m)uE - L+hy) =L+ hpw)?
= X.LY-L+20%-L+h?=%,L;%;L; + 2h% - [+ h?
Yi¥a = 2273 =223 =1
Yi¥o = 233N = e =72 = 123
EiZj = 5ij + ifijkzk
K? = L;L;(6ij +i€ijuSy) + 205 - L + h?
= L>+i%-(LxL)+2h%-L+h
(E X E)o = TiPjTmPn€ijk€mnl€klo — 0+ ?xiajmpneijkemnleklo = ?xipneijkejnleklo
=~ TiPn€jik€jnlChlio = _Z:Eipn((sin(skl — 0i10kn ) €kio
=~ TiPi€uo + 5 TiPk€hio = — T TiPk€iko = thL,
K? = L>—hS L4208 -L+h2=L>+hS L+ K
- - 3 h?
J? = L2+h2.L+Zh2:K2—z
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ﬁ#—z = j(+1)K?
1
K2 = f+j+1
1
ko= i(]+§)
o1
Ky = £(+3)¥

The eigenvalues of K are

1
==+ h.
K (j+2)

We may explicitly write out the eigenvalue equation for K for x = + ( j+ %) h.

B B 5.E+h 0 Ya\ _ 1 Ya
Kw—‘%mﬁ_< 0 —5.E—h>(¢m>__¢<]+5 h(¢3>

The difference between J2 and L2 is related to & - L.

- 3
L%zﬁ—haL—Zh

We may solve for the effect of & - L on the spinor %, then, solve for the effect of L2. Note that since
14 and Y p are eigenstates of J? and & - L, they are eigenstates of L? but have different eigenvalues.

() () - ()

(0 +
(i 2a)(3) - o(spim)

1#(5n) = auwoe ()= (G0 ) -1 (V)
(o1 (0) - (051 00)
— B2 J+1—§ (]+%:Fl§§¢)

“

( G+1)—-3+G+itn))w
= rﬂ(

“

(J
¥
(GP+iFiF +1——¢A
(j +jEjE£5+1—

(52

(

PAiFIFS+

1
?
2
3+ 3)0a
J+Jiji§+%) )
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Note that the eigenvalues for the upper and lower components have the same possible values, but are
opposite for energy eigenstates. We already know the relation ¢ = j + % from NR QM. We simply
check that it is the same here.

1 1 1. 1. 1 1 1 1
W+ 1) =0G+)G+1+x)=424+j+-j+-j+-+-=42+j+j+=-+=
(L+1)=(j 2)(]+ 5) =S AiEGiEGiES =S AR ES

It is correct. So 14 and ¢ are eigenstates of L? but with different eigenvalues.

2 (1/)A) _ 2 (51(& + 1)1/)A)
YB ((le +1)Yp
J

Now we apply the Dirac equation and try to use our operators to help solve the problem.
0 ie me
_A —_— =
(7“83:#4_7“ c nt ﬁ)w
9] . 0] n e Ao +
i . —1 —
7 83:1 L 8:E4 te he 0 h

9 ;0 ce mc

Vior Mot T Mur T Th

0 L0 9

<7’w”y4”yia—xi - ZTLE +V(r) + mc vy
0

0 .
ﬁcm”yia—%d) = (ZFLE —V(r) — mc*y

)
)
)
)
e O) (2 ) om (0 v o) o=
)
(
(

0 —ihdi 0 _ . 0 2

¢ ( 0 ) 83:1-7’[] = (zh— —V(r) — mc*yy
0 oipi Ya\ _ [(ihE —V(r) —mc? 0

¢ opi 0 vp ) 0 zh% — V(r) + mc?

0 oips va\ [ E-V(r)—mc? 0
“Now: 0 V) 0 E —V(r) + mc?

The Dirac Equation then is.

Cﬁ'ﬁ@f)‘(ﬂv(?_mz E—V<E>+mc2)<52>

We can use commutation and anticommutation relations to write ¢ - p’ in terms of separate
angular and radial operators.

—ihoi

1 1
Oili0jTj0nPn = 0;0;TiT;0nPn = E(Uin + UjUi)IﬂjUnpn = 525ij13i33j0npn = OnPn
1 O;T; 1 0;X; 1

OnPn = 0;Ti0;T;0nPn = ;T(Ujo'nxjpn) = ; r §(Ujo'n$jpn +Un0'j$npj)
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lojz; 1 . lojz; 1 .

- ; r E(Ujanl'jpn + (Ujan + 216"jk0’k)w"pj) - ; r (§(O—j0"$jpn + 0j0n$npj) + Zenjkakxnpj)
Loz 1 . lox; 1 .

= ; , (i(UjUnfL'jpn + Unt.’L'jpn) + zokenjkxnpj) = ; (5(0]‘071 + Unt)fL'jpn 4 20kLk)
Loz 1 . 1o ,

- T s (525jn$jpn +iokLy) = - (xjpj + iokLy)
16-2 0 R

ip o= -2 (—ihr— —H’E-L)

ror or

167 ) ,
gp=-22 (—ihra—i—i&-L)

T r

Note that the operators 575 and i - L act only on the angular momentum parts of the state. There
are no radial derivatives so they commute with —ihr%. Lets pick a shorthand notation for the
angular momentum eigenstates we must use. These have quantum numbers j, m;, and £. P4 will
have ¢ = /4 and ¥p must have the other possible value of ¢ which we label /5. Following the
notation of Sakurai, we will call the state |jm;f4) = y;’g; =Yy, m;— 13X+ T BYy, m, 4 2X—- (Note
that our previous functions made use of m = m, particularly in the calculation of o and f.)

1ld-2( ., 0 ., =\[(%  (E-V(r)—mc 0 Ya

VGE (D (O BV —me? 0 oy
A7 (oo d) () = (7707 ome) (0

The effect of the two operators related to angular momentum can be deduced. First, 7 - L
is related to K. For positive k, 14 has £ = j + % For negative k, ¥4 has £ = j — % For either, Y5
has the opposite relation for ¢, indicating why the full spinor is not an eigenstate of L2.

N G AL
o = o= (TG ) () == () (3)
(G-L+hs = —khiba
& Lpa (—k — 1)hapa
(=3 L—h)s —klpp
G-Lyp = (k—1)hp

Second, g is a pseudoscalar operator. It therefore changes parity and the parity of the state is
given by (—1); so it must change /.

0T m, s
J — 3 J
r CyﬂB

jla

G-z

2
The square of the operator (T) is one, as is clear from the derivation above, so we know the effect
of this operator up to a phase factor.

7.z My i85~
View =€ Viey
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The phase factor depends on the conventions we choose for the states y;’gf . For our conventions,
the factor is —1. Lo
—Yien = Vi
We now have everything we need to get to the radial equations.
16-2( . 0 _ =\ [if(nV} (E—V(r)—m02 )(g(r)y"gf
c= —ihr— +id - L o = ) Tty
ror ( or ) ( ( JEA 0 E—V(r)+mc if (1) Yo,
Clg.f ( zhra +i0 - L if(r JEB B (E—V(T)—m02 > <g(7")y$;
ror ( ihr 2 +i5 - L ng 0 E—-V(r)+me ) \if(r)V
cl&' - T (hr & — (k= 1)R) JZB _ (E-V(r) - mc? 9(7‘)3);21
ror (—ihr% +i(—Kk— 1 ]ZA 0 E—-V(r)+me if(r)yj’?;
hc—
ror
( (rgr = (5= 1) S}y, ) _ (E V() —me 0 2) ( g(r)y;’;;;;v >
(—ird —i(14 k) g(r)V;y" 0 E—V(r) +mc if (1),
- ( (—r& + (k= 1)) f(r)Y]," ) _ (E —V(r) — me? 0 ) ( 91V, )
T (ir% +i(l+ m)) g(r)y;;; 0 E —V(r) 4+ mc? if(r)yj?;
hcl (=r& + (k= 1)) f(r) E—-V(r)—mc? 0 g(r)
r\ (rZ+(1+k)g(r) N 0 E—V(r) 4+ mc? f(r)
of r—1
(CE0) ey
d 1+k E — 2
(a_i""(r)) ( V4+me?)f

This is now a set of two coupled radial equations. We can simplify them a bit by making the
substitutions F' = rf and G = rg. The extra term from the derivative cancels the 1’s that are with

KS.
e (it -5\ _ ((BE=V-m)
(G5 - B+ 3+5%) (E—V +me?)
ne (G +57) (E—V —me?)
(5% +=2) (E =V +me?)

(g0 )y (e
(a_G_i_ﬁ) - mc2+E— VF

he

These equations are true for any spherically symmetric potential. Now it is time to specialize to

the hydrogen atom for which % = —%. We define ky = mc;jE

dimensionless p = v/k1kor. The equations then become.

(&%) - (6 2)7)

and k2 =

mc2—FE

and the
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(——))((F—)G
(#+)) \(Ve+2)r
(F-8)F-(VE-2)e) _,
(Frs)e-(Ve+2)r

With the guidance of the non-relativistic solutions, we will postulate a solution of the form

(o] o0
F=e?p° Z amp™ =e* Z A p* T
m=0 m=0
o0 o0
G=e"p* Z bp™ =e"* Z b pst™.
m=0 m=0

The exponential will make everything go to zero for large p if the power series terminates. We need
to verify that this is a solution near p = 0 if we pick the right ag, bg, and s. We now substitute these
postulated solutions into the equations to obtain recursion relations.

0 K ke Za
BV (2 -2 e =
(3P P) ( ki op )
0 K ki  Za«
—+ 8- 2+ F=
(3P P) ( ka o p )
[k
_amps+m+am(s+m)ps+m—l _amﬁps—i-m—l _bm k_2ps+m+bmzaps+m—l> =0
1

(
( 1

_bmps—i-m +bm(8 +m)ps+m—1 +bm1€ps+m_l — am /_ps—i-m _ amzaps-i-m—l) _

o

Mz ie

k2

k
(—am +ami1(s+m+1) — amyrk — bmy/ k_2 + bm+1Za> =0
1

k
(—bm +bmy1(s+m—+1)+bps1k — amy/ k:_l — am+1Za> =0
2

k
—am+(s+m+1—f<a)am+1—1/£bm+2abm+1:O
1

3
I

0

i
—bm+(s+m+1+f<;)bm+1—,/k—lam—ZaamH:0
2

[k
—m F+ (s+m+1—K)amyr — k—Qbm + Zaby,41 =0
1

k
— k—lam—Zaam+1—bm—l—(s—i—m—i—l—i—m)bmﬂ=O
2

For the lowest order term p®, we need to have a solution without lower powers. This means that we
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look at the m = —1 recursion relations with a,, = b,, = 0 and solve the equations.
(s — K)ag + Zaby =0
—Zaayg+ (s + k)b =0
((S—H) Zao )(ao)zo
—Za (st k) bo
2 —Kk24+2%%2=0
$2 — k2 _ 72,2

s =+Vk2 - Z202

Note that while & is a non-zero integer, Z2a? is a small non-integer number. We need to take the
positive root in order to keep the state normalized.

s =+Vk2— Z2a2
As usual, the series must terminate at some m = n,. for the state to normalizable. This can be

seen approximately by assuming either the a’s or the b’s are small and noting that the series is that
of a positive exponential.

Assume the series for F' and G terminate at the same n,. We can then take the equations in the
coefficients and set a,,+1 = by, 41 = 0 to get relationships between a,,. and b, .

These are the same equation, which is consistent with our assumption.

The final step is to use this result in the recursion relations for m = n, — 1 to find a condition
on [ which must be satisfied for the series to terminate. Note that this choice of m connects a,
and by, to the rest of the series giving nontrivial conditions on E. We already have the information
from the next step in the recursion which gives a,,+1 = bp,.41 = 0.

k
—am+(s+m+1—ﬁ)am+1—Uk—2bm+Zozbm+1:O
1

k
—Uk—lam—ZozamH—bm+(s+m+1+n)bm+120
2

k
—ap,—1+ (s +np — K)ap, — k—zbnr_l + Zab,, =0
1
k1
— k_am_l — Zaay, — b1+ (s+n, + k)b, =0
2
k k k
— k—;am_l + (s +n, —K)y/ k—:anr —bp,—1+ Za k_:bnT =0
k1

— k_am_l — Zaay, —by.—1+ (s+n, + k)b, =0
2
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At this point we take the difference between the two equations to get one condition.

(s+n, —kK) ﬁ—l—Zo< an, + Za\/k——(s—i—nr—i—fi) bp, =0
ko " ko "
—(s+n, —K) ﬁ—Za g/ﬁbn + Za\/k——(s—i—nr—i—fi) bp, =0
ko ki " ko "
k k
—(s—i—nr—fﬁ)—Za\/—Q—i-Za\/—l—(s+nr+f<a)=O
k1 ko

—(s + 1, — &)V kiks — Zaky + Zaky — (s 4 ny + )/ k1ka = 0
—2(s+n,) \/%‘FZO& ki —ka)=0

2(s + 1, )V kiks = Za(ky — ks)

2(s+np)vVm2et — E? = 2ZaF

(s+ny)vVm2ct — E?2 = ZaFE

(s +n,)2(m*c* — B?) = Z?0*E?

(s +n,y)2(m*c?) = (2202 4 (s + n,)?)E?

(s 4+ny)?

E2
G+ 220 ™)
E2 - m204
O+ &)
(s+n,)?
2
mc
E=——1°
1+ Z2a?
(np+s)?
m02

. Z2a%?
(nr+\/l~c2 Z2a2)2

Using the quantum numbers from four mutually commuting operators, we have solved the radial
equation in a similar way as for the non-relativistic case yielding the exact energy relation for
relativistic Quantum Mechanics.

We can identify the standard principle quantum number in this case as n = n,. + j + % This
result gives the same answer as our non-relativistic calculation to order a* but is also correct to
higher order. It is an exact solution to the quantum mechanics problem posed but does
not include the effects of field theory, such as the Lamb shift and the anomalous magnetic moment
of the electron.
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Relativistic corrections become quite important for high Z atoms in which the typical velocity of
electrons in the most inner shells is of order Zac.

36.16 Thomson Scattering

The cross section for Thomson scattering illustrates the need for “negative energy” states
in our calculations. Recall that we got the correct cross section from the non-relativistic calcula-
tion and that Thomson also got the correct result from classical E&M.

In the Dirac theory, we have only one term in the interaction Hamiltonian,
Hint = ievayi Ay

Because it is linear in A it can create a photon or annihilate a photon. Photon scattering is therefore
second order (and proportional to e?). The quantized photon field is

[hc? .
# ZZ? \/_Z ie a) aka etko zp—I—CL (0) 7zkpmp).

The initial and final states are definite momentum states, as are the intermediate electron states.
We shall first do the calculation assuming no electrons from the “negative energy” sea
participate, other than to exclude transitions to those “negative energy” states. The initial and
final states are therefore the positive energy plane wave states 1/11(;) for r = 1,2. The intermediate
states must also be positive energy states since the “negative energy” states are all filled.

The computation of the scattering cross section follows the same steps made in the development
of the Krammers-Heisenberg formula for photon scattering. There is no A? term so we are just
computing the two second order terms.

t
1 h 3 ’ . = ’ . ’ "
i o) = ZV2 C / o7 e i (e ar o E7) 4 e af, ORI )
0
to
* / A1 =00 [y () 0y FF0) 4 )], G0 5 (o)
0
D ) = —ohe = > (' iyamene” ™ F|p"r") (o finaynene™ 7| pr)
ke WV E"— E — hw
// // 1 2

+

T 7T, s iz~ ot
P iraent AV iy ] s e
E"—E + ho'

0

As in the earlier calculation, the photon states have been eliminated from the equation since they
give a factor of 1 with the initial state photon being annihilated and the final state photon being
created in each term.

Now lets take a look at one of the matrix elements. Assume the initial state electron is at
rest and that the photon momentum is small.

<p7l7ﬂ |i'74'7n€neik.i |ﬁr>
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For =0 and k= 0, a delta function requires that p7’ = 0. It turns out that u((JT//)T~y4”Ynu((JT) =0, so
that the cross section is zero in this limit.

T = Ao, 0
(1 0
Y4 = 0 —1

S 0 —Z'O'i
Yavi = —io; 0

This matrix only connects r = 1,2 spinors to r = 3,4 spinors because of its off diagonal nature. So,
the calculation yields zero for a cross section in contradiction to the other two calculations. In fact,
since the photon momentum is not quite zero, there is a small contribution, but far too small.

The above calculation misses some important terms due to the “negative energy” sea. There
are additional terms if we consider the possibility that the photon can elevate a “negative energy”
electron to have positive energy.

In one term, the initial state photon is absorbed by a “negative energy” electron, then the initial
state electron fills the hole in the “negative energy” sea emitting the final state photon. In the other
term, even further from the mass shell, a “negative energy” electron emits the final state photon
and moves to a positive energy state, then the initial state electron absorbs the initial photon and
fills the hole left behind in the sea. These terms are larger because the 47; matrix connects positive
energy and “negative energy” states.

O ) = e W' inee ™ | (o inapmene 7 )
2Vvwe E — B — hw

pi'r=3,4

I I P ¢
(P liyamene™ TIpr) (P liyamene ™ ") | [ i - B s/
E" — B + ho' 2

0
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The matrix element is to be taken with the initial electron at rest, ik << mc, the final electron
(approximately) at rest, and hence the intermediate electron at rest, due to a delta function of

momentum conservation that comes out of the spatial integral.

Let the positive energy spinors be written as

(")
0 _ (X
B ( O// >
)

and the “negative energy” spinors as

(")

The matrix ~47; connect the positive and “negative energy” spinors so that the amplitude can be

written in terms of two component spinors and Pauli matrices.

0 —Z'O'i
YaYi = (_wi 0 )
Wi (o) (0 @) (XY et o)
0 ’7477,”0 - 7X O 0 0 _X UZX
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This agrees with the other calculations and with experiment. The “negative energy” sea is
required to get the right answer in Dirac theory. There are alternatives to the “negative energy”
sea. Effectively we are allowing for the creation of electron positron pairs through the use of the
filled negative energy states. The same result could be obtained with the possibility of pair creation,
again with the hypothesis that a positron is a “negative energy” electron going backward in time.

36.17 Hole Theory and Charge Conjugation

Dirac postulated that the “negative energy” sea was entirely filled with electrons and that an anti-
electron would be formed if one of the “negative energy” electrons were elevated to a positive energy
state. This would yield a positive energy electron plus a hole in the “negative energy” sea. The hole
also has positive energy compared to the vacuum since it is lacking the negative energy present in
the vacuum state. Therefore, both the electron and the positron would have positive energy. This
describes the process of pair creation.

Similarly, any positive energy electron could make a transition to the now empty “negative energy”
state. Energy would be given off, for example by the emission of two photons, and the system would
return to the vacuum state. This is the process of pair annihilation.

The tables below compare an electron and a positron with the same momentum and spin.
For simplicity, the tables assume the momentum is along the z direction so that we can have spin
up and spin down eigenstates. The electron and positron have opposite charge so the standard
Electromagnetic currents are in opposite directions. The last row of the table shows the “negative
energy” electron state that must be unoccupied to produce the positron state shown in the row above
it. A hole in the vacuum naturally produces a positron of opposite charge, momentum,
and spin. Because the probability flux for the “negative energy” electron states is in the opposite
direction of the momentum, (and the charge and momentum are opposite the positron) the EM
current of the positron and of the “negative energy” state are in opposite directions, due the product
of three signs. This means the velocities are in the same direction.
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charge | mom Energy S, | jEM T 7 spinor
spin up, positive energy electron —e P2 +4/p2c% + m2ct —l—% -2 +2 uM(p)
spin up, positive energy positron +e P2 +4/p2c% + m2ct —l—% +2 +2 v (p)
(spin down “negative energy” hole)
spin down, “negative energy” electron —e —p2 | —\/p2c2 + m2ct —% -2 +2 | —u®(=p)
We have defined the positron spinor v(!) to be the one with positive momentum and spin up.
Note that the minus sign on u(* is conventional and will come from our future definition of the
charge conjugation operator.
Similarly we can make a table starting from a spin down electron.
charge | mom Energy S, j( EM) 1§ spinor
. e < i3 N <
spin down, positive energy electron —e P2 ++/p2c% + m2ct -3 -3 +z2 | uP(p)
spin down, positive energy positron +e P2 ++/p2c? + m2ct —% +2 +2 [ v3(p)
(spin up “negative energy” hole)
: « : 9 2 h ~ ~
spin up, “negative energy” electron —e —p2 | —\/p2c® +m2ct +5 -3 +2 | u®(=p)

We have now also defined the spinor, v(?), for the

36.18 Charge Conjugate Waves

spin down positron.

Assume that, in addition to rotation, boost and parity symmetry, the Dirac equation also has a
symmetry under charge conjugation. We wish to write the Dirac equation in a way that makes
the symmetry between electron and positron clear. Start from the Dirac equation and include the

coupling to the EM field with the substitution that g — (]5’ + %A)

o
Oz,

ie

he

—)

0 me
8—35#%2/] + 71# =0

mc

The strategy is to try to write the charge conjugate of this equation then show that it is equivalent
to the Dirac equation with the right choice of charge conjugation operator for 1. First of all, the
sign of eA,, is expected to change in the charge conjugate equation. (Assume the equation, including
the constant e is the same but the sign of the EM field A, changes.) Second assume, for now, that
the Dirac spinor is transformed to its charge conjugate by the operation

P = Sc*

where we are motivated by complex scalar field experience. S¢ is a 4 by 4 matrix. The charge

conjugate equation then is

0 ie

me
(— - _Au> YuSch™ + 7501/1* =0.

Oz, hc
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Take the complex conjugate carefully remembering that x4 and A4 will change signs.

0 ie . 0 ie o me .,
(8:131- + EAi) ¥ S + <_8—x4 - %A4> Y1 Scv + 5 Sep =0
Multiply from the left by S5 ".
6 ie *—1 % qx 6 ie x—1  x qx mc _

Compare this to the original Dirac equation,

P )
( +EA#)W1/)+%¢_O

8—% he
0 ie 0 ie me
(8_331 + h—cAi) Vi + (3—364 + EA‘l) YaY+ o1 =0

The two equations will be the same if the matrix Sc satisfies the conditions.

Se 'V SE =
Se 19188 = —a.

Recalling the v matrices in our representation,

00 0 —i 0 00 —1 0 0 —i 0 10 0
00 —i 0 0 01 0 0 0 0 i 01 0
=10 i 0 o0 =10 10 0 B=1s 0o o of ™7 lo o -1
i 0 0 0 100 0 0 —i 0 0 00 0

note that ; and 3 are completely imaginary and will change sign upon complex conjugation, while
~v2 and 74 are completely real and will not. The solution in our representation (only) is

S&=Se' =80 =5:" = .

It anti-commutes with +; and 73 producing a minus sign to cancel the one from complex conjugation.
It commutes with o giving the right + sign. It anti-commutes with 74 giving the right - sign.

The charge conjugate of the Dirac spinor is given by.

Y =yt

Of course a second charge conjugation operation takes the state back to the original .

Applying this to the plane wave solutions gives.

1 _ me? (1) i(p-Z—Et)/h _ me? () i(—p-T+Et)/h _ me? (1) i(—p-Z+Et)/h
1/)17 Fila u;’ e — il u_ze =\ BV vy e

@ _ me? () i(p-Z—Et)/h me? (3 i(—p-Z+Et)/h _ me? (2 i(—p-Z+Et)/h
1/)5 Fila (e — il u'se = —|E|V vy e

o O O
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@ _ | me (s i(p-F+|E|t) /B me’ (2 i(—p-Z—|E|t)/h
Yy = ] uy” e P — ] u’se P

@ _ | me i(p-F+|E|t) /B me* (1) i(—p-Z—|E|t)/h
1/)17 = W uy’ e P - = ] u_ye P

The charge conjugate of an electron state is the “negative energy” electron state, the
absence of which would produce a positron of the same energy, momentum, spin, and
velocity as the electron. That is, the conjugate is the hole needed to make a positron with the
same properties as the electron except that it has opposite charge.

Let us take one more look at a plane wave solution to the Dirac equation, for example 1/)1(71) and its

charge conjugate, from the point of view that a positron is an electron moving backward in
time. Discard the idea of the “negative energy” sea. Assume that we have found a new solution to

the field equations that moves backward in time rather than forward.

ey me? 1) G(FE—Et)/h me? (4) i(-pT+Et)/h me? (1) i (—P-E+Et)/h

z B[V "7 B[V "7 E[V 7

The charge conjugate of the electron solution is an electron with the same charge —e, opposite
momentum —p; and spin opposite to the original state. It satisfies the equation with the signs of the
EM fields reversed and, because the sign of the Et term in the exponential is reversed, it behaves
as a positive energy solution moving backward in time, with the right momentum and spin.

Y

Our opinion of the “negative energy” solutions has been biased by living in a world of matter. We
know about matter waves oscillating as e!@%—Et)/" There is a symmetric set of solutions for
the same particles moving “backward in time” oscillating as e!(=7#+Et)/"  Thege solutions
behave like antiparticles moving forward in time. Consider the following diagram (which
contributes to Thomson scattering) from two points of view. From one point of view, an electron

starts out at t1, lets say in the state @bg). At time t3, the electron interacts with the field and makes

a transition to the state 1/)1(;71,) which travels backward in time to 2 where it again interacts and makes

a transition to ¢€} ). From the other point of view, the electron starts out at 1, then, at time ¢2, the
field causes the creation of an electron positron pair both of which propagate forward in time. At
time t3, the positron and initial electron annihilate interacting with the field. The electron produced
at to propagates on into the future.



538

No reference to the “negative energy” sea is needed. No change in the “negative
energy” solutions is needed although it will be helpful to relabel them with the properties of
the positron rather than the properties of the electron moving backward in time.

The charge conjugation operation is similar to parity. A parity operation changes the system to a
symmetric one that also satisfies the equations of motion but is different from the original system.
Both parity and charge conjugation are good symmetries of the Dirac equation and
of the electromagnetic interaction. The charge conjugate solution is that of an electron going
backward in time that can also be treated as a positron going forward in time.

36.19 Quantization of the Dirac Field

The classical free field Lagrangian density for the Dirac electron field is.
' .
L = —chpy,w—1 — mc Yy
Ox,,

The independent fields are considered to be the 4 components of 1 and the four components of 1).
This Lagrange density is a Lorentz scalar that depends only on the fields. The Euler-Lagrange
equation using the 1 independent fields is simple since there is no derivative of ¢ in the Lagrangian.

9 ( oL ) 9L _,

Oz, \O(OV)0x,)) O
oL

(0 /0z,)

% _y
o

—ch i1/) —mc?Yp =0

W(’?xu
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0 me
(7”696 +7)¢_0

This gives us the Dirac equation indicating that this Lagrangian is the right one. The Euler-
Lagrange equation derived using the fields 1 is the Dirac adjoint equation,

0 (e Y o
Oz, \0(0Y/0z,) oy

83:#( ch@[wu)—i—mc v = 0

mc —

0 -
_8—%¢7“+T¢ =0

again indicating that this is the correct Lagrangian if the Dirac equation is assumed to be
correct.

To compute the Hamiltonian density, we start by finding the momenta conjugate to the fields .

oL _ 1 . .
M= = —chpya— = ilaptyuyy = ihyt
9 (B_w) ic
ot

There is no time derivative of ¢ so those momenta are zero. The Hamiltonian can then be computed.

_ %
Ho= - L

= mw % +ch¢%8 W 4+ mci)
P _ 9 _
- —chw*—‘” N TR
04 0xy oxy,
B
= hC¢T74%8—¢ + mcyiynp
Tk
9
= ol (ﬁcm%a—w + mc2”y4) 0
T

o
H = /1/;T <hc~y4~yk6—xk + m02”y4> 1/1d3$

We may expand the field ¥ in the complete set of plane waves either using the four spinors u(f)

for r = 1,2, 3,4 or using the electron and positron spinors ug) and vﬁ ) for r = 1,2. For economy of

notation, we choose the former with a plan to change to the later once the quantization is completed.

(r) i(p-&—FEt)/h
E E Cpr Uy €
5 |E| V

The conjugate can also be written out.

ZZ *7 (r) efi(;ﬁﬁa’c‘fEt)/h
~ |E|v P
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Writing the Hamiltonian in terms of these fields, the formula can be simplified as follows

0
H = /W (ﬁcvwka— + m0274> pd’x
— y T o—iFE-E) /R 0 me ) iGE-EO/h 3
H = /ZZZW |E’|V pw us e p <7’w”y4”yk6 +m0”y4> —|E|VCP’Tuﬁ et B
p/ T
= WO o—iEE—ED /R mc? o
no- [ zzzwﬂ/w 5o 0GB (e T ) [T
p/ T
2
= W1 gmiFE-ED) /R (; 2 mc* ()
no- [ zzzwﬂ/w 5 o W5 T iy )\ [
p/ T
(icvarjpy + me*ya) ¥ = By
4 4 2
_ me (rt —i(p-E—Et)/h mem o (r) i(p-d—Et)/h 13
Ho= [SRT T\, e emioabor ) [ o ciz-riimg

p r=1 p7 r’'=1

4 4 9 2
_ me” « (r)t mer ) o
Tom L2 2 TE et T e
p or=1 p r'=
4 ch
)t r
H = ZZZWCMC@T u$l (B u
p r=lr'=1
it o _ Bl s
g Uy T el
L meE |E|
= Zz‘:zl B T O
p r=1lr'=
4
H = Z E cgcpr
p r=1

where previous results from the Hamiltonian form of the Dirac equation and the normalization of
the Dirac spinors have been used to simplify the formula greatly.

Compare this Hamiltonian to the one used to quantize the Electromagnetic field

nox(:
k,a

2
) [Ck.aCh.o + ChaChial

for which the Fourier coefficients were replaced by operators as follows.

Ck,a

!PT

GHFT—Et) /T 3.,
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The Hamiltonian written in terms of the creation and annihilation operators is.

1
H = B kz hw [ak,aa;a + a;aak,a}
NeY

By analogy, we can skip the steps of making coordinates and momenta for the individual oscillators,
and just replace the Fourier coefficients for the Dirac plane waves by operators.

4
W
p r=1
Y(E ) = ZZ (r) (1) i(FE—Et)/h
7 |E|V 2

— T f T —i(p-Tr—
(@) = ZZ |E|V p) ui?ﬁ eTHPEZED/M
i

(Since the Fermi-Dirac operators will anti-commute, the analogy is imperfect.)

:
The creation an annihilation operators bg) and bg) satisfy anticommutation relations.

b, b“”’*} = Sb

(08 = 0

BTy = 0
W=y

N s the occupation number operator. The anti-commutation relations constrain the occupation
number to be 1 or 0.

A state of the electrons in a system can be described by the occupation numbers (0 or 1 for each
plane wave). The state can be generated by operation on the vacuum state with the appropriate set
of creation operators.

36.20 The Quantized Dirac Field with Positron Spinors

The basis states in our quantized Dirac field can be changed eliminate the “negative energy” states
and replace them with positron states. Recall that we can replace —u(:% with the positron spinor

vl(?l) and u®® 5 ) with vg) such that the new spinors are charge conjugates of the electron spinors.

Scugy ()x _ v(f) s=1,2

The positron spinor is actually just the same as the negative energy spinor when the momentum is
reversed.
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t
We name the creation and annihilation operators for the positron states to be dz(;) and

dz(;) and identify them to be.

&) @'
dz” = —b;

@ _ 6
ds;’ = by

These anti-commute with everything else with the exception that

2

(s) 4Ny _ .
{a$),d57") = 6,65

The Dirac field and Hamiltonian can now be rewritten.

2. [ 2
- mc s s) i(pi— s s)  —i(5i—
’lb(x,t) — ZZ E_V (bé‘) U:(ﬁ) e(p Et)/ﬁ+dé)T U;(')‘) e (p Et)/h)
p s=1
= me o @ i ) O iF7
’le(f, t) = ZZ E—V (bﬁs uﬁs t efl(P'fﬁ*Et)/h +d; ’Uﬁs T ez(pmet)/h)
p s=1

2
H = ZZ}E(b}‘;)Tb;;)—df;)d;;”)
p S=

2
2 Z_; E (005 +d"dy) 1)

p

All the energies of these states are positive.

There is an (infinite) constant energy, similar but of opposite sign to the one for the quantized
EM field, which we must add to make the vacuum state have zero energy. Note that, had we
used commuting operators (Bose-Einstein) instead of anti-commuting, there would have been no
lowest energy ground state so this Energy subtraction would not have been possible. Fermi-Dirac
statistics are required for particles satisfying the Dirac equation.

Since the operators creating fermion states anti-commute, fermion states must be antisym-
metric under interchange. Assume b/ and b, are the creation and annihilation operators for fermions
and that they anti-commute.

{0}, 0.3 =0
The states are then antisymmetric under interchange of pairs of fermions.
bibl,[0) = —bl.bi|0)

Its not hard to show that the occupation number for fermion states is either zero or one.

Note that the spinors satisfy the following equations.

(1uPu + mc)uj(;) =0

(= iupu + mc)vl(;) =0

Since we changed the sign of the momentum in our definition of vg)

Dirac equation had to change sign.

, the momentum term in the
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36.21 Vacuum Polarization

Vacuum polarization is an important effect in effectively reducing the charge on a particle. The
reduction is dependent on distance and hence on the energy scale.

The term Vacuum Polarization is descriptive of the effect. A charged particle will polarize the
vacuum in a way analogous to the way a dielectric is polarized. A virtual electron positron pair
in the vacuum will be affected by the charge. If the original charged source is a nucleus for example,
the virtual electron will be attracted and the virtual positron repelled, causing a net polarization of
the vacuum which screens the nuclear charge. At very short distances from the nucleus, the bare
charge is seen, while at long distances the screening is important. This causes the basic coupling o
to vary a bit with distance and therefore with energy. This polarization of the vacuum is similar
to the polarization of a dielectric material. In this case, what is being polarized are the virtual
electrons and positrons in the vacuum. Of course other particles than the electron can be polarized
in the vacuum so the energy variation of the coupling “constant” is an interesting subject for
research.

The effect of vacuum polarization on Hydrogen would be to lower the energy of s states relative
to others since they are close to the nucleus and therefore see an unscreened charge. This effect is
actually rather small even compared to the Lamb shift and of opposite sign. Vacuum Polarization
has larger effects at higher energies at which shorter distances are probed. In fact we can say that the
electromagnetic coupling varies slowly with the energy scale, increasing (logarithmically) at higher
energies. This is referred to as the running of the coupling constant.

We can get some qualitative understanding of the origin of Zitterbewegung from the idea of virtual
pair production in the field of the nucleus. The diagram below shows a photon from the Coulomb
field of the nucleus producing an electron positron pair. The original real electron from the atom
then anihillates with the positron, coupling to another field photon. The electron from the pair is
left over and becomes the new atomic electron, however, it need not be in the same place as the
original electron.
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We can estimate the distance an electron might jump as it undergoes this process. First the time for
which the virtual pair exists can be estimated from the uncertainty principle. Energy conservation is

violated by 2mc? at least so At = # (which is approximately the reciprocal of the Zitterbewegung

frequency). The distance the electron appears to jump then is of the order of cAt = he 0.002

amez
Angstroms. This is the aproximate size of the fast back and forth motion of Zitterbewegung.

36.22 The QED LaGrangian and Gauge Invariance

The LaGrangian for electrons, photons, and the interaction between the two is the LaGrangian of
Quantum ElectroDynamics.

- 0 me 1 _
L= —hep <~y —+—>¢——FVF,,—z'em At

#axu A 4 HY S i ]
QED is our first complete example of an interacting Quantum Field Theory. It taught us a great
deal about the laws of physics.

The primary difference between Quantum Mechanics and Quantum Field Theory is that particles
can be created and destroyed. The probability to find an electron or a photon integrated over space
does not have to be one. It can change with time. We have written the fields of the photon and the
electron in terms of creation and annihilation operators.
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Note that in the interaction term —ied_ry#AM/) photons can be created or destroyed singly but that
electrons must be created and destroyed along with a positron.

Phase (or Gauge) symmetry can be studied very simply from this LaGrangian. We have shown that
the phase transformation

1/}_>ei>\(;ﬂ)w

fic OX(z)
A, A, ———=
" " e Oz,

leaves the Schrodinger equation invariant. This can be most directly studied using the LaGrangian.
We can deduce from the above transformation that

,lz N €_i>\(m)’lz
_0A, 0A, he (0 OA(x) 0 OAXx)\
Fw = Ox,, oz, = P e (8:17# oz, Ox, Oz, = Pl
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The transformed LaGrangian then can be computed easily.

- 0 mc 1 . <
L= —hcy <")/#% + 7) P — ZF;WF;W - 261/}7#"4#1/}
I

The exponentials from ¢ and 1) cancel except for the term in which 1 is differentiated.

L - OA . - —hc OX
,C — ,C — thw’}/#%d} - 161/)7#7%1/) = ,C
H H

This all may seem fairly simple but imagine that we add a mass term for the EM field, —m?A,A,,.
The LaGrangian is no longer gauge invariant. Gauge invariance implies zero mass photons and
even maintains the massless photon after radiative corrections. Gauge invariance also implies the
existence of a conserved current. Remember that electric current in 4D also includes the charge
density. Gauge invariance implies conservation of charge, another important result.

This simple transformation ¢ — e*(#)4) is called a local U(1) symmetry where the U stands for
unitary.

The Weak interactions are based on an SU(2) symmetry. This is just a local phase symmetry times an
arbitrary local rotation in SU(2) space. The SU(2) group is familiar to us since angular momentum
is based on SU(2). In the weak interactions, there are two particles that are the symmetric (much
like a spin up and a spin down electron but NOT a spin up and spin down electron). We can rotate
our states into different linear combinations of the symmetric particles and the LaGrangian remains
invariant. Given this local SU(2) symmetry of the fermion wave functions, we can easily deduce
what boson fields are required to make the LaGrangian gauge invariant. It turns out we need a
triplet of bosons. (The weak interactions then get messy because of the Higgs mechanism but the
underlying gauge theory is still correct.)

The Strong interactions are based on the SU(3) group. Instead of having 3 sigma matrices to do
rotations in the lowest dimension representation of the group, SU(3) has eight lambda matrices.
The SU(3) symmetry for the quark wavefunctions requires an octet of massless vector boson called
gluons to make the LaGrangian gauge invariant.

So the Standard Model is as simple as 1 2 3 in Quantum Field Theories.

36.23 Interaction with a Scalar Field

Yukawa couplings to a scalar field would be of the form G1n) while couplings to a pseudoscalar
field would be of the form iGyysv.
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37 Formulas

h = 1.05 x 10727 erg sec

¢ = 3.00 x 1019 cm/sec

e = 1.602 x 10~19 coulomb

leV =1.602 x 10712 erg

a___1/137 4775 hc

(SD)

hic = 1973 eV A= 197.3 MeV F

1A=1.0x10"8 cm

1 Fermi = 1.0 x 1013 ¢

W = gme = 0.529 x 108 cm

m, = 938.3 MeV/c?

my, = 939.6 MeV/c?

me = 9.11 x 10728 g = 0.511 MeV/c?

kp = 1.38 x 10716 erg/°K

ge:2+%

gp = 5.6

[Bohr = g~ = 0.579 x 1078

eV/gauss

_7? dx f(x)d

7? dr f(z) 6(z —a) = f(a) 70 do e = VE use 2 for other forms
ed = An—? sinf = ioj i—?(—l)%l cosf = ioj f;( 1)%
n=0 n=1,3,5... n=0,2/4...
P(z) = \/2;7679”2/2” j dr r'e™%" = af}il E = \/m2c* + p2c?
GENERAL WAVE MECHANICS
E=hv=hw A=h/p p=hk
Ap Az > 1 AAAB > (4[A, B)) AA = /(A?) — (A)?
V) = 7 | do olp) €7/ o(p) = emive/h
Pop =155 Eop = ih; Top = ih2;
Hu;(z) = Ejuj(x) Vi, t) = uj(z)e  Eit/h ;Zj g?ﬁ + V() = ihd
¥ (x) continuous % continous if V' finite
AL = 2;73 (a) for V(z) = A\o(x — a)
(8lv) = J deg® (2)y(x) | (uilu;) = 5 ; Jui)(uif =1
¢ = Zaiui ai = (u;|@) ¥(z) = (2|v)
(BlA[)) = (¢lAY) = (AToly) = (¥|At]¢)* (p) = {pl¥)
(5 (0 + £A)* + V(A (F) = BY(7) Hy = Ey
P2y 2] = % [La, Ly] = ih L [L? L] =0
i = (i) Aij = (ui] Aluy) i =5+ 4 (H, A




HARMONIC OSCILLATOR

H=2 + Lyw?s? = hwAt A+ Lhw 101 E,=(n+bhw n=012. 103
unle) = 2, ary e V2| anre = G o y= 1/
=0
A= o tizgms) AT = (VB —ighs) | 14 AT =1
Aty =/(n+1) n+1) | Aln)=+/(n) In—1) up(x) = (me)F gmwa®/2n

ANGULAR MOMENTUM

[Li, Lj] = iﬁéijkLk [LQ, Ll] =0 j }/Z;n}/g/m/dﬂ = 51@6’5mm/
L = 00+ DR Y | LYo = mhYon —0<m<t
Ly=L,+iL, LiYem =0/l +1)—m(m £1) Yomi1
YQOZ\/% Y11:—1/%€i¢ sin 6 YlOZ\/% cos
Yoo = %62”5 sin® 60 Yo = — ge”’ sin 6 cos 1/20:,/%(3(30529—1)
Yoo = e*¢ sin‘ 0 Yiem) = (=1)"Y, Yim(m = 0,0 +7) = (—1)* Yo (6, 8)
32 2 ] 2
22+ 22 R(r) + (V) + S ) Rus(r) = ERy(r)
Jo(kr) = % no(kr) = —% hél)(kr) = jo(kr) + ing(kr)
H:Ho_ﬁ'-é /_j:m{;cﬂ 'JZQ%C;CH
Si = %O’i [0'1‘70']'] = 2i€ijk0k {Uho’j} =0
(0 1 (0 =i (1 0
= \1 o0 =i o 2= \o -1
T —1
A 0 % 0 10 0
S, =h 7 0 7 S, ="h 7 0 75 S,.=r{0 0 O 1
o L o 0 - 0 0 0 -1
/2 2
HYDROGEN ATOM
2 2 2 2
H = g_u - Z762 1/Jn€m = Rn@(r)nm (9a ¢) En = Z 2anéuc = 1226 eV
n=n,+4+1 aO:aZc (=0,1,...n—1
Rue(p) = p* kzo arpbe ?? | a1 = T erariey W p=y =
—Zr 3 ” —Zr ” Zr
R10:2(%)%€ °0 R20:2(L)2(1_§T0)€2““ R21:%(2§0)2(§0)€2“0
2 2
Rn,n—l o rnt C_ZT/naO m= 7:;114:7,52 <wn€m| |wn€m> = nZ(;D = Zanéuc
4 JEN—.
H = —gm Hy = 5fors S L AE; = —gwame (1 — 45)
ezgp J. 7 3 (= 29pmoc4mc2 3
H3:3mMc2S'I47T6 (") | ABy = 3Myn3 U+ 1T +1)—3)
Hp = £ (L. +28.) AEp = $B (14 51g)m; for j = £+ 5
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ADDITION OF ANGULAR MOMENTUM

J=L+S

=5 <j<l+s

L'S=LJ?-1?-9?

wjmjls =

Z C(]mja gmlsms)nm[Xsms -

> (gmils|lmesms)Yim, Xom,

mems

meMms

wj-,mj = 1/)5+% ,m+ 3

_ {+m-+1
- 20+1

1

2

for s = 5 and any ¢

Yimx+ + \/éz—ﬁn.mﬂxf

wjamj = wé——,m-ﬁ-z

% and any ¢

Yemirx— | for s =

{4+m+1
\/2@+1Y4mx+ \/2é+1

PERTURBATION THEORY AND RADIATIVE DECAYS

(1) — (2) M () — (elHildn)
En” = (én|Hi|¢n) By gﬁ:n EQ_EO Cnk = B0 gD
t : ’
ealt) = g5 [ b BN G|V (E)] i)
0

Fermi’s Golden Rule:

Disp = ZWs Vi) Pps ()

Diny=22] H Z/Qih’;’g | M ;|2 63(momentum conservation) é(Energy conservation)
F:r?ik - 271'm2c2 fdeka|<¢m|€ ﬂ¢/€>|
Lo = geer [ A, [(dmlé - Plow) Al=+1, As=0
€7 =/ 5 (e-Y10+ 7EJ\J/+§ZEyY11+ Exjgyyl*l) ¢k=0

W) X (w— wo;/i(F/Q) Teottision = PU\/% (%)Dopler = 7552
(%) porn = i Emmil VIR )2 | V(R ) = [ d®Fe 2TV () | A= 22

ATOMS AND MOLECULES

Hund: 1) max s 2)max ¢ (allowed) 3) min j (< 3 shell) else max j

2(0+1)R>
27
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E’r‘ot =

2000

i eV

Euip =(n+ %)T“Lw ~ 5—10 eV




